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Introduction

These lectures deal with the functional analytical approach to linear and nonlinear parabolic
problems.

The simplest significant example is the heat equation, either linear
ut(t, x) = uxx(t, x) + f(t, x), 0 < t ≤ T, 0 ≤ x ≤ 1,

u(0, x) = u0(x), 0 ≤ x ≤ 1,

u(t, 0) = u(t, 1) = 0, 0 ≤ t ≤ T,

(1)

or nonlinear, 
ut(t, x) = uxx(t, x) + f(u(t, x)), t > 0, 0 ≤ x ≤ 1,

u(0, x) = u0(x), 0 ≤ x ≤ 1,

u(t, 0) = u(t, 1) = 0, t ≥ 0.

(2)

In both cases, u is the unknown, and f , u0 are given. We will write problems (1), (2) as
evolution equations in suitable Banach spaces. To be definite, let us consider problem (1),
and let us set

u(t, ·) = U(t), f(t, ·) = F (t), 0 ≤ t ≤ T,

so that for every t ∈ [0, T ], U(t) and F (t) are functions, belonging to a suitable Banach
space X. The choice of X depends on the type of the results expected, or else on the
regularity properties of the data. For instance, if f and u0 are continuous functions the
most natural choice is X = C([0, 1]); if f ∈ Lp((0, T ) × (0, 1)) and u0 ∈ Lp(0, 1), p ≥ 1,
the natural choice is X = Lp(0, 1), and so on.

Next, we write (1) as an evolution equation in X,
U ′(t) = Au(t) + F (t), 0 < t ≤ T,

U(0) = u0,
(3)

where A is the realization of the second order derivative with Dirichlet boundary condition
in X (that is, we consider functions that vanish at x = 0 and at x = 1). For instance, if
X = C([0, 1]) then

D(A) = {ϕ ∈ C2([0, 1]) : ϕ(0) = ϕ(1) = 0}, (Aϕ)(x) = ϕ′′(x).

Problem (3) is a Cauchy problem for a linear differential equation in the space X =
C([0, 1]). However, the theory of ordinary differential equations is not easily extendable
to this type of problems, because the linear operator A is defined on a proper subspace of
X, and it is not continuous.
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6 Introduction

What we use is an important spectral property of A, i.e. the resolvent set of A contains
a sector S = {λ ∈ C : λ 6= 0, |argλ| < θ}, with θ > π/2 (precisely, it consists of a sequence
of negative eigenvalues), and moreover

‖(λI −A)−1‖L(X) ≤
M

|λ|
, λ ∈ S. (4)

This property will allow us to define the solution of the homogeneous problem (i.e., when
F ≡ 0), that will be called etAu0. We shall see that for each t ≥ 0 the linear operator
u0 7→ etAu0 is bounded. The family of operators {etA : t ≥ 0} is said to be an analytic
semigroup: semigroup, because it satisfies

e(t+s)A = etAesA, ∀t, s ≥ 0, e0A = I,

analytic, because the function (0,+∞) 7→ L(X), t 7→ etA will be shown to be analytic.
Then we shall see that the solution of (3) is given by the variation of constants formula

U(t) = etAu0 +
∫ t

0
e(t−s)AF (s)ds, 0 ≤ t ≤ T,

that will let us study several properties of the solution to (3) and of u, recalling that
U(t) = u(t, ·).

We shall be able to study the asymptotic behavior of U as t → +∞, in the case that
F is defined in [0,+∞). As in the case of ordinary differential equations, the asymptotic
behavior depends heavily on the spectral properties of A.

Also the nonlinear problem (2) will be written as an abstract equation,
U ′(t) = AU(t) + F (U(t)), t ≥ 0,

U(0) = u0,
(5)

where F : X 7→ X is the composition operator, or Nemitzky operator, F (v) = f(v(·)).
After stating local existence and uniqueness results, we shall see some criteria for existence
in the large. As in the case of ordinary differential equations, in general the solution is
defined only in a small time interval [0, δ]. The problem of existence in the large is of
particular interest in equations coming from mathematical models in physics, biology,
chemistry, etc., where existence in the large is expected. Some sufficient conditions for
existence in the large will be given.

Then we shall study the stability of the (possible) stationary solutions, that is all
the u ∈ D(A) such that Au + F (u) = 0. We shall see that under suitable assumptions
the Principle of Linearizad Stability holds. Roughly speaking, u has the same stability
properties of the solution of the linearized problem

V ′(t) = AV (t) + F ′(u)V (t)

If possible we shall construct the stable manifold, consisting of all the initial data such
that the solution U(t) exists in the large and tends to u as t → +∞, and the unstable
manifold, consisting of all the initial data such that problem (5) has a backward solution
going to u as t→ −∞.



Chapter 1

Analytic semigroups

1.1 Introduction

Our concern in this chapter is the Cauchy problem in general Banach space X,
u′(t) = Au(t), t > 0,

u(0) = x,
(1.1)

where A : D(A) → X is a linear operator and x ∈ X. A solution of (1.1) is a function
u ∈ C([0,+∞);X)∩C1((0,+∞);X), verifying (1.1). Of course, the construction and the
properties of the solution will depend upon the class of operators that will be considered.
The most elementary case is that of a finite-dimensional X and a matrix A, which we
assume to be known to the reader. The case of a bounded operator A in general Banach
space X can be treated essentially in the same way, and we are going to discuss it briefly in
this introduction. We shall present two formulae for the solution, a power series expansion
and an integral formula based on a complex contour integral. While the first one cannot
be generalized to the case of unbounded A, the contour integral admits a generalization
to an integral along an unbounded curve for suitable unbounded operators, those called
sectorial. This class of operators is discussed in section 1.2. If A is sectorial, then the
solution map x 7→ u(t) of (1.1) is given by an analytic semigroup. Analytic semigroups
are the main subject of this chapter.

Let A : X → X be a bounded linear operator. First, we give a solution of (1.1) as the
sum of a power series of exponential type.

Proposition 1.1.1 Let A ∈ L(X). Then, the series

etA =
∞∑
k=0

tkAk

k!
, t ∈ R, (1.2)

converges in L(X) uniformly on bounded subsets of R. Setting u(t) = etAx, the Cauchy
problem (1.1) admits the restriction of u to [0,+∞) as its unique solution.

Proof. Existence. Using Theorem A.1.2 as in the finite-dimensional case, it is easily
checked that solving (1.1) is equivalent to finding a continuous function u : [0,∞) 7→ X
which solves the integral equation

u(t) = x+
∫ t

0
Au(s)ds, t ≥ 0. (1.3)

In order to show that u solves (1.3), let us fix an interval [0, T ] and define

x0(t) = x, xn+1(t) = x+
∫ t

0
Axn(s)ds, n ∈ N. (1.4)

7



8 Chapter 1

We have

xn(t) =
n∑
k=0

tkAk

k!
x, n ∈ N.

Since ∥∥∥∥∥
n∑
k=0

tkAk

k!

∥∥∥∥∥ ≤
n∑
k=0

tk‖Ak‖
k!

≤
n∑
k=0

T k‖A‖k

k!
,

the series
∑∞

k=0
tkAk

k! converges in L(X), uniformly with respect to t in [0, T ]. Moreover,
the sequence {xn(t)}n∈N converges to x(t) =

∑∞
k=0

tkAk

k! x uniformly for t in [0, T ]. Letting
n→∞ in (1.4), we conclude that u is a solution of (1.3).
Uniqueness. If x, y are two solutions of (1.3) in [0, T ], we have by Proposition A.1.1(d)

‖x(t)− y(t)‖ ≤ ‖A‖
∫ t

0
‖x(s)− y(s)‖ds

and from Gronwall’s lemma (see exercise 1.1.4.2 below), the equality x = y follows at
once. �

As in the finite dimensional setting, we define

etA =
∞∑
k=0

tkAk

k!
, t ∈ R. (1.5)

It is clear that for every bounded operator A the above series converges in L(X) for each
t ∈ R. If A is unbounded, the domain of Ak may get smaller and smaller as k increases,
and even for x ∈ ∩k∈ND(Ak) it is not obvious that

∑∞
k=0 t

kAkx/k! converges. So, we have
to look for another representation of the solution to (1.1) if we want to extend it to the
unbounded case. As a matter of fact, it is given in the following proposition.

Proposition 1.1.2 Let γ ⊂ C be any circle with centre 0 and radius r > ‖A‖. Then

etA =
1

2πi

∫
γ
etλR(λ,A) dλ, t ≥ 0. (1.6)

Proof. From (1.5) and the series expansion (see (B.11))

R(λ,A) =
∞∑
k=0

Ak

λk+1
, |λ| > ‖A‖

we have

1
2πi

∫
γ
etλR(λ,A) dλ =

1
2πi

∞∑
n=0

tn

n!

∫
γ
λnR(λ,A) dλ

=
1

2πi

∞∑
n=0

tn

n!

∫
γ
λn

∞∑
k=0

Ak

λk+1
dλ

=
1

2πi

∞∑
n=0

tn

n!

∞∑
k=0

Ak
∫
γ
λn−k−1 dλ = etA,

as the integrals in the last series equal 2πi if n = k, 0 otherwise. �

Let us see how it is possible to generalize to the infinite-dimensional setting the vari-
ation of parameters formula, that gives the solution of the non-homogeneous Cauchy
problem 

u′(t) = Au(t) + f(t), 0 ≤ t ≤ T,

u(0) = x,
(1.7)

where A ∈ L(X), x ∈ X, f ∈ C([0, T ];X) and T > 0.
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Proposition 1.1.3 Problem (1.7) has a unique solution in [0, T ], given by

u(t) = etAx+
∫ t

0
e(t−s)Af(s)ds. (1.8)

Proof. It can be directly checked that u is a solution. Concernibg uniqueness, let u1, u2

be two solutions; then, v = u1 − u2 satisfies v′(t) = Av(t) for 0 ≤ t ≤ T , v(0) = 0. By
proposition 1.1.1, v ≡ 0. �

Exercises 1.1.4 1. Prove that if the operators A and B commute, AB = BA, then
eAeB = eA+B, and deduce that in this case etAetB = et(A+B).

2. Prove the following form of Gronwall’s lemma:

Let u, v : [0,+∞)→ [0,+∞) be continuous, and assume that

u(t) ≤ α+
∫ t

0
u(s)v(s)ds

for some α ≥ 0. Then, u(t) ≤ α exp{
∫ t

0 v(s)ds}.

3. Check that the function u defined in (1.8) is a solution of problem (1.7).

1.2 Sectorial operators

In this section we introduce the class of sectorial operators which will be proved to be
suitable to extend the integral formula (1.6) in order to get a solution of (1.1).

Definition 1.2.1 A linear operator A : D(A) ⊂ X → X is said to be sectorial if there
are constants ω ∈ R, θ ∈ (π/2, π), M > 0 such that

(i) ρ(A) ⊃ Sθ,ω = {λ ∈ C : λ 6= ω, |arg(λ− ω)| < θ},

(ii) ‖R(λ,A)‖L(X) ≤
M

|λ− ω|
∀λ ∈ Sθ,ω.

(1.9)

For every t > 0, conditions (1.9) allow us to define a bounded linear operator etA on
X, through an integral formula that generalizes (1.6). For r > 0, η ∈ (π/2, θ), let γr,η be
the curve

{λ ∈ C : |argλ| = η, |λ| ≥ r} ∪ {λ ∈ C : |argλ| ≤ η, |λ| = r},

oriented counterclockwise.
For each t > 0 set

etA =
1

2πi

∫
γr,η+ω

etλR(λ,A) dλ, t > 0. (1.10)

Lemma 1.2.2 If A : D(A) ⊂ X → X satisfies (1.9), the integral in (1.10) is well defined,
and it is independent of r and η.

Proof. First of all, notice that λ 7→ etλR(λ,A) is a L(X)-valued holomorphic function in
the sector Sθ,ω. Moreover, the estimate

‖etλR(λ,A)‖L(X) ≤ exp(t|λ| cos θ)
M

r
, (1.11)
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with θ > π
2 , holds for each λ in the two half-lines, and this easily implies that the improper

integral is convergent. Take now different r′ > 0, η′ ∈ (π/2, θ) and consider the integral
on γr′,η′ + ω. Let Ω be the region lying between the curves γr,η + ω and γr′,η′ + ω and for
every n ∈ N set Dn = D ∩ {|z| ≤ n}. By Cauchy integral theorem A.1.7 we have∫

∂Dn

etλR(λ,A) dλ = 0.

By estimate (1.11) the integrals on the two circle arcs and on the halflines {|λ ≥ n}∩ γr,η,
{|λ ≥ n} ∩ γr′,η′ tend to 0 as n tends to +∞, so that∫

γr,η+ω
etλR(λ,A) dλ =

∫
γr′,η′+ω

etλR(λ,A) dλ

and the proof is complete. �

Notice that using the obvious parametrization of γr,η we get

etA =
eωt

2πi

(
−
∫ +∞

r
e(ξ cos η−iξ sin η)tR(ω + ξe−iη, A)e−iηdξ

+
∫ η

−η
e(r cosα+ir sinα)tR(ω + reiα, A)ireiαdα

+
∫ +∞

r
e(ξ cos η+iξ sin η)tR(ω + ξeiη, A)eiηdξ

)
.

for every t > 0 and for every r > 0, η ∈ (π/2, θ).
Let us also set

e0Ax = x, ∀x ∈ X. (1.12)

In the following theorem the main properties of etA for t > 0 are summarized.

Theorem 1.2.3 Let A be a sectorial operator and let etA be given by (1.10). Then, the
following statements hold.

(i) etAx ∈ D(Ak) for all t > 0, x ∈ X, k ∈ N. If x ∈ D(Ak), then

AketAx = etAAkx, ∀t ≥ 0.

(ii) etAesA = e(t+s)A, ∀ t, s ≥ 0.

(iii) There are constants M0, M1, M2, . . ., such that
(a) ‖etA‖L(X) ≤M0e

ωt, t > 0,

(b) ‖tk(A− ωI)ketA‖L(X) ≤Mke
ωt, t > 0,

(1.13)

where ω is the constant in (1.9). In particular, from (1.13)(b) it follows that for
every ε > 0 and k ∈ N there is Ck,ε > 0 such that

‖tkAketA‖L(X) ≤ Ck,εe(ω+ε)t, t > 0. (1.14)

(iv) The function t 7→ etA belongs to C∞((0,+∞);L(X)), and the equality

dk

dtk
etA = AketA, t > 0, (1.15)
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holds for every k ∈ N. Moreover, it has an analytic continuation ezA in the sector
S0,θ−π/2, and, for z = ρeiα ∈ S0,θ−π/2, θ′ ∈ (π/2, θ − α), the equality

ezA =
1

2πi

∫
γr,θ′+ω

eλzR(λ,A)dλ

holds.

Proof. Possibly replacing A by A− ωI, we may suppose ω = 0.

Proof of (i). First, let k = 1. Using lemma B.1.2 with f(t) = eλtR(λ,A) and the resolvent
identity AR(λ,A) = λR(λ,A) − I, which holds for every λ ∈ ρ(A), we deduce that etAx
belongs to D(A) for every x ∈ X. Moreover, if x ∈ D(A), the equality AetAx = etAAx
follows from (1.10), since AR(λ,A)x = R(λ,A)Ax. Note that for each x ∈ X we have

AetA =
1

2πi

∫
γr,η

λetλR(λ,A)dλ,

because
∫
γr,η

etλdλ = 0.
Iterating this argument, we obtain that etAx belongs to D(Ak) for every k ∈ N; more-

over
AketA =

1
2πi

∫
γr,η

λketλR(λ,A)dλ,

and (i) can be easily proved by recurrence.

Proof of (ii). From

etAesA =
(

1
2πi

)2 ∫
γr,η

eλtR(λ,A)dλ
∫
γ2r,η′

eµtR(µ,A)dµ,

with η′ ∈ (π2 , η), using the resolvent identity it follows that

etAesA =
(

1
2πi

)2 ∫
γr,η

∫
γ2r,η′

eλt+µs
R(λ,A)−R(µ,A)

µ− λ
dλdµ

=
(

1
2πi

)2 ∫
γr,η

eλtR(λ,A)dλ
∫
γ2r,η′

eµs
dµ

µ− λ

−
(

1
2πi

)2 ∫
γ2r,η′

eµsR(µ,A)dµ
∫
γr,η

eλt
dλ

µ− λ
= e(t+s)A,

where we have used the equalities∫
γ2r,η′

eµs
dµ

µ− λ
= 2πiesλ, λ ∈ γr,η,

∫
γr,η

eλt
dλ

µ− λ
= 0, µ ∈ γ2r,η′

that can be easily checked using the same domains Dn as in the proof of Lemma 1.2.2.

Proof of (iii). As a preliminary remark, let us point out that if we estimate ‖etA‖ inte-
grating ‖eλtR(λ,A)‖ we get a singularity near t = 0, because the integrand behaves like
M/|λ| for |λ| small. We have to be more careful. Setting λt = ξ, we rewrite (1.10) as

etA =
1

2πi

∫
γrt,η

eξR

(
ξ

t
, A

)
dξ

t
=

1
2πi

∫
γr,η

eξR

(
ξ

t
, A

)
dξ

t

=
1

2πi

(∫ +∞

r
eξe

iη
R

(
ξeiη

t
, A

)
eiη

t
dξ −

∫ +∞

r
eξe
−iη
R

(
ξe−iη

t
, A

)
e−iη

t
dξ

+
∫ η

−η
ere

iθ
R

(
reiθ

t
, A

)
ireiθ

dθ

t

)
.
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It follows that

‖etA‖ ≤ 1
π

{∫ +∞

r
Meξ cos η dξ

ξ
+
∫ η

−η
Mer cosαdα

}
.

In an analogous way one can prove that there exists N > 0 such that ‖AetA‖ ≤ N/t, for
all t > 0.

From the equality AetAx = etAAx, which is true for each x ∈ D(A), it follows that
AketA = (Ae

t
k
A)k for all k ∈ N, so that

‖AketA‖L(X) ≤ (Nkt−1)k := Mkt
−k.

Proof of (iv). From the definition it is clear that t 7→ etA belongs to C∞(0,+∞,L(X));
moreover, using the result of exercise A.5 we get

d

dt
etA =

1
2πi

∫
γr,η

λeλtR(λ,A)dλ

=
1

2πi

∫
γr,η

eλtdλ+
1

2πi

∫
γr,η

AeλtR(λ,A)dλ

= AetA, t > 0

because the first integral vanishes by the analyticity of the function λ 7→ eλt. The equality

dk

dtk
etA = AketA, t > 0

can be proved by the same argument, or by recurrence. Let now 0 < α < θ−π/2 be given,
and set η = θ − α. The function

z 7→ ezA =
1

2πi

∫
γr,η

ezλR(λ,A)dλ

is well defined and holomorphic in the sector

Sε = {z ∈ C : z 6= 0, | arg z| < θ − π/2− α}.

Since the union of the sectors Sα, for 0 < α < θ − π/2, is S0,θ−π
2
, (iv) is proved. �

Statement (ii) in theorem 1.2.3 tells us that the family of operators etA satisfies the
semigroup law, an algebraic property which is coherent with the exponential notation. Let
us give the definitions of analytic and strongly continuous semigroups.

Definition 1.2.4 Let A be a sectorial operator. The function from [0,+∞) to L(X),
t 7→ etA (see (1.10)–(1.12)) is called the analytic semigroup generated by A (in X).

Definition 1.2.5 Let (T (t))t≥0 be a family of bounded operators on X. If T (0) = I,
T (t+s) = T (t)T (s) for all t, s ≥ 0 and the map t 7→ T (t)x is continuous from [0,+∞)→ X
then (T (t))t≥0 is called a strongly continuous semigroup.

Given x ∈ X, the function t 7→ etAx is analytic for t > 0. Let us consider the behavior
of etAx for t close to 0.

Proposition 1.2.6 The following statements hold.

(i) If x ∈ D(A), then limt→0+ etAx = x. Conversely, if y = limt→0+ etAx exists, then
x ∈ D(A) and y = x.
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(ii) For every x ∈ X and t ≥ 0, the integral
∫ t

0 e
sAxds belongs to D(A), and

A

∫ t

0
esAxds = etAx− x. (1.16)

If, in addition, the function s 7→ AesAx is integrable in (0, ε) for some ε > 0, then

etAx− x =
∫ t

0
AesAxds, t ≥ 0.

(iii) If x ∈ D(A) and Ax ∈ D(A), then limt→0+(etAx − x)/t = Ax. Conversely, if
z := limt→0(etAx− x)/t exists, then x ∈ D(A) and Ax = z ∈ D(A).

(iv) If x ∈ D(A) and Ax ∈ D(A), then limt→0+ AetAx = Ax.

Proof. Proof of (i). Notice that we cannot let t → 0 in the definition (1.10) of etAx,
because the estimate ‖R(λ,A)‖ ≤M/|λ−ω| is not enough to guarantee that the improper
integral is well defined for t = 0.

But if x ∈ D(A) things are easier: fix ξ, r such that ω < ξ ∈ ρ(A) and 0 < r < ξ − ω.
For all x ∈ D(A), set y = ξx−Ax, so that x = R(ξ, A)y. We have

etAx = etAR(ξ,A)y =
1

2πi

∫
γr,η+ω

etλR(λ,A)R(ξ,A)y dλ

=
1

2πi

∫
γr,η+ω

etλ
R(λ,A)
ξ − λ

y dλ− 1
2πi

∫
γr,η+ω

etλ
R(ξ,A)
ξ − λ

y dλ

=
1

2πi

∫
γr,η+ω

etλ
R(λ,A)
ξ − λ

y dλ,

because the other integral vanishes (why?). Here we may let t→ 0 because ‖R(λ,A)y/(ξ−
λ)‖ ≤ C|λ|−2 for λ ∈ γr,η + ω. We get

lim
t→0+

etAx =
1

2πi

∫
γr,η+ω

R(λ,A)
ξ − λ

y dλR(ξ,A)y = x.

Since D(A) is dense in D(A) and ‖etA‖ is bounded by a constant independent of t for
0 < t < 1, then limt→0+ etAx = x for all x ∈ D(A), see lemma B.1.1.

Conversely, if y = limt→0+ etAx, then y ∈ D(A) because etAx ∈ D(A) for t > 0, and
we have R(ξ,A)y = limt→0+ R(ξ,A)etAx = limt→0+ etAR(ξ,A)x = R(ξ,A)x as R(ξ,A)x ∈
D(A). Therefore, y = x.

Proof of (ii) To prove the first statement, take ξ ∈ ρ(A) and x ∈ X. For every ε ∈ (0, t)
we have ∫ t

ε
esAxds =

∫ t

ε
(ξ −A)R(ξ,A)esAxds

= ξ

∫ t

ε
R(ξ, A)esAxds−

∫ t

ε

d

ds
(R(ξ,A)esAx)ds

= ξR(ξ,A)
∫ t

ε
esAxds− etAR(ξ,A)x+ eεAR(ξ, A)x.

Since R(ξ, A)x belongs to D(A), letting ε→ 0 we get∫ t

0
esAxds = ξR(ξ,A)

∫ t

0
esAxds−R(ξ,A)(etAx− x). (1.17)
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Then,
∫ t

0 e
sAxds ∈ D(A), and

(ξI −A)
∫ t

0
esAxds = ξ

∫ t

0
esAxds− (etAx− x),

whence the first statement in (ii) follows. If in addition s 7→ ‖AesAx‖ belongs to L1(0, T ),
we may commute A with the integral and the second statement in (ii) is proved.

Proof of (iii). If x ∈ D(A) and Ax ∈ D(A), we have

etAx− x
t

=
1
t
A

∫ t

0
esAx ds =

1
t

∫ t

0
esAAxds.

Since the function s 7→ esAAx is continuous on [0, t] by (i), then limt→0+(etAx−x)/t = Ax.
Conversely, if the limit z := limt→0+(etAx−x)/t exists, then limt→0+ etAx = x, so that

both x and z belong to D(A). Moreover, for every ξ ∈ ρ(A) we have

R(ξ, A)z = lim
t→0

R(ξ, A)
etAx− x

t
,

and from (ii) it follows

R(ξ,A)z = lim
t→0+

1
t
R(ξ,A)A

∫ t

0
esAx ds = lim

t→0
(ξR(ξ,A)− I)

1
t

∫ t

0
esAx ds.

Since x ∈ D(A), the function s 7→ esAx is continuous at s = 0, and then

R(ξ,A)z = ξR(ξ,A)x− x.

In particular, x ∈ D(A) and z = ξx− (ξ −A)x = Ax.

Proof of (iv). Statement (iv) is an easy consequence of (i). �

Coming back to the Cauchy problem (1.1), let us notice that theorem 1.2.3 and propo-
sition 1.2.6 imply that the function

u(t) = etAx, t ≥ 0

is analytic with values in D(A) for t > 0, and it is a solution of the differential equation
in (1.1) for t > 0. If, moreover, x ∈ D(A), then u is continuous also at t = 0 (with values
in X) and then it is a solution of the Cauchy problem (1.1). If x ∈ D(A) and Ax ∈ D(A),
then u is continuously differentiable up to t = 0, and it solves the differential equation also
at t = 0, i.e., u′(0) = Ax. Uniqueness of the solution to (1.1) will be proved in proposition
4.2.3, in a more general context.

If x does not belong to D(A), proposition 1.2.6 implies that u is not continuous at 0,
hence (even though, by definition, e0Ax = x) the initial datum is not assumed in the usual
sense. However, some weak continuity property holds; for instance we have

lim
t→0+

R(λ,A)etAx = R(λ,A)x (1.18)

for every λ ∈ ρ(A). Indeed, R(λ,A)etAx = etAR(λ,A)x for every t > 0, and R(λ,A)x ∈
D(A).

A standard way to obtain a strongly continuous semigroup from a sectorial operator
A is to consider the part of A in D(A).

Definition 1.2.7 Let L : D(L) ⊂ X 7→ X be a linear operator, and let Y be a subspace
of X. The part of L in Y is the operator L0 defined by

D(L0) = {x ∈ D(L) ∩ Y : Lx ∈ Y }, L0x = Lx.
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It is easy to see that the part A0 of A in D(A) is still sectorial. Since D(A0) is
dense in D(A) (because for each x ∈ D(A0) we have x = limt→0 e

tAx), then the semigroup
generated by A0 is strongly continuous in D(A). The semigroup generated by A0 coincides
of course with the restriction of etA to D(A).

Let us remark that all the properties of etA have been deduced from those of the
resolvent operator, through the representation formula (1.10). Conversely, the follow-
ing proposition says that the resolvent is the Laplace transform of the semigroup; as a
consequence, several properties of R(λ,A) can be deduced from properties of etA.

Proposition 1.2.8 Let A : D(A) ⊂ X → X be a sectorial operator. For every λ ∈ C
with Reλ > ω we have

R(λ,A) =
∫ +∞

0
e−λtetAdt. (1.19)

Proof. Fix 0 < r < Reλ− ω and η ∈ (π/2, θ). Then∫ +∞

0
e−λtetAdt =

1
2πi

∫
ω+γr,η

R(z,A)
∫ +∞

0
e−λt+ztdt dz

=
1

2πi

∫
ω+γr,η

R(z,A)(λ− z)−1dz = R(λ,A).

�

Corollary 1.2.9 For all t ≥ 0 the operator etA is one to one.

Proof. e0A = I is obviously one to one. If there are t0 > 0, x ∈ X such that et0Ax = 0,
then for t ≥ t0, etAx = e(t−t0)Aet0Ax = 0. Since the function t 7→ etAx is analytic, etAx ≡ 0
in (0,+∞). From Proposition 1.2.8 we get R(λ,A)x = 0 for λ > ω, so that x = 0. �

Remark 1.2.10 (1.19) is the formula used to define the Laplace transform of the scalar
function t 7→ etA, if A ∈ C. On the other hand, the classical inversion formula given by
a complex integral on a suitable vertical line must be modified, and in fact to get the
semigroup from the resolvent operator a complex integral on a different curve has been
used, see (1.10), in such a way that the improper integral converges because of assumption
(1.9).

Theorem 1.2.11 Let {T (t) : t > 0} be a family of bounded operators such that the
function t 7→ T (t) is differentiable, and assume that

(i) T (t)T (s) = T (t+ s), for all t, s > 0;

(ii) there are ω ∈ R, M0, M1 > 0 such that ‖T (t)‖L(X) ≤M0e
ωt, ‖tT ′(t)‖L(X) ≤ M1e

ωt

for t > 0;

(iii) one of the following conditions holds:

(a) there is t > 0 such that T (t) is one to one
(b) for every x ∈ X we have limt→0 T (t)x = x.

Then the function t 7→ T (t) from (0,+∞) to L(X) is analytic, and there is a unique
sectorial operator A : D(A) ⊂ X → X such that T (t) = etA, t > 0.

Proof. The function

F (λ) =
∫ +∞

0
e−λtT (t)dt

is well defined and holomorphic in the halfplane Π = {λ ∈ C : Reλ > ω}. To prove the
statement, it suffices to show that
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(a) F (λ) can be analytically continued in a sector Sβ,ω with angle β > π/2, and the
norm ‖(λ− ω)F (λ)‖L(X) is bounded in Sβ,ω;

(b) there is a linear operator A : D(A) ⊂ X → X such that F (λ) = R(λ,A) for λ ∈ Sβ,ω.

To prove (a), let us show by recurrence that t 7→ T (t) is infinitely many times differentiable,
and

T (n)(t) = (T ′(t/n))n, t > 0, n ∈ N. (1.20)

Equality (1.20) is true for n = 1 by assumption. Moreover, if (1.20) is true for n = n0,
from T (t + s) = T (t)T (s) we deduce T (n0)(t + s) = T (n0)(t)T (s) = T (n0)(s)T (t) for all
t, s > 0, and also

lim
h→0

1
h

(
T (n0)(t+ h)− T (n0)(t)

)
= lim

h→0

1
h
T (n0)

(
tn0

n0 + 1

)(
T

(
t

n0 + 1
+ h

)
− T

(
t

n0 + 1

))
=
(
T ′
(

t

n0 + 1

))n0

T ′
(

t

n0 + 1

)
=
(
T ′
(

t

n0 + 1

))n0+1

,

so that T (n0+1)(t) exists and (1.20) holds for n = n0 +1. Therefore, (1.20) is true for every
n, and it implies that

‖T (n)(t)‖L(X) ≤ (nM1/t)neωt ≤ (M1e)nt−nn!eωt, t > 0, n ∈ N.

Hence, the series
∞∑
n=0

(z − t)n

n!
dn

dtn
T (t)

converges for every z ∈ C such that |z − t| < t(M1e)−1. As a consequence, t 7→ T (t) can
be analytically continued in the sector Sβ0,0, with β0 = arctan(M1e)−1, and, denoting by
T (z) its extension, we have

‖T (z)‖L(X) ≤ (1− (eM1)−1 tan θ)−1eωRe z, z ∈ Sβ0,0, θ = arg z.

Shifting the half-line {Reλ ≥ 0} onto the halfline {arg z = β}, with |β| < β0, we conclude
that (a) holds for every β ∈ (π/2, β0).

Let us prove (b). It is easily seen that F verifies the resolvent identity in the half-plane
Π: indeed, for λ 6= µ, λ, µ ∈ Π, we have

F (λ)F (µ) =
∫ +∞

0
e−λtT (t)dt

∫ +∞

0
e−µsT (s)ds

=
∫ +∞

0
e−µσT (σ)dσ

∫ σ

0
e−(λ+µ)tdt

=
∫ +∞

0
e−µσT (σ)

e−(λ−µ)σ − 1
λ− µ

dσ

=
1

λ− µ
(F (λ)− F (µ)).

Let us prove that F (λ) is one to one for λ ∈ Π. Suppose that there are x 6= 0, λ0 ∈ Π
such that F (λ0)x = 0. From the resolvent identity it follows that F (λ)x = 0 for all λ ∈ Π.
Hence, for all x′ ∈ X ′

〈F (λ)x, x′〉 =
∫ +∞

0
e−λt〈T (t)x, x′〉dt = 0, ∀λ ∈ Π.
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Since 〈F (λ)x, x′〉 is the Laplace transform of the scalar function t 7→ 〈T (t)x, x′〉, we get
〈T (t)x, x′〉 ≡ 0 in (0,+∞), and then T (t)x ≡ 0 in (0,+∞), by the arbitrariness of x′.
This is impossible if either (iii)(a) or (iii)(b) hold, and therefore F (λ) is one to one for all
λ ∈ Π. Thus, by proposition B.1.4 there is a linear operator A : D(A) ⊂ X → X such
that ρ(A) ⊃ Π and R(λ,A) = F (λ) for λ ∈ Π. Since F is holomorphic in the sector Sβ0,ω,
then ρ(A) ⊃ Sβ0,ω, R(λ,A) = F (λ) for λ ∈ Sβ0,ω and statement (b) is proved. �

Remark 1.2.12 Notice that in theorem 1.2.11 hypotheses (i) and (ii) are sufficient to
prove that T (t) is a semigroup and that t 7→ T (t) is analytic with values in L(X), whereas
hypothesis (iii) is used to prove the existence of a sectorial operator which is its generator.

Let us give a sufficient condition, seemingly weaker than (1.9), in order that a linear
operator be sectorial. It will be useful to prove that realizations of some elliptic partial
differential operators are sectorial in the usual function spaces.

Proposition 1.2.13 Let A : D(A) ⊂ X → X be a linear operator such that ρ(A) contains
a halfplane {λ ∈ C : Reλ ≥ ω}, and

‖λR(λ,A)‖L(X) ≤M, Reλ ≥ ω, (1.21)

with ω ∈ R, M > 0. Then A is sectorial.

Proof. By the general properties of resolvent operators, for every r > 0 the open ball with
centre ω+ ir and radius |ω+ ir|/M is contained in ρ(A). The union of such balls contains
the sector S = {λ 6= ω : |arg(λ− ω)| < π − arctanM}, and for λ such that Reλ < ω and
|arg(λ − ω)| ≤ π − arctan 2M}, say λ = ω + ir − θr/M with 0 < θ ≤ 1/2, the resolvent
series expansion

R(λ,A) =
∞∑
n=0

(−1)n(λ− ω)n(R(ω,A))n+1

gives

‖R(λ,A)‖ ≤
∞∑
n=0

|λ− (ω + ir)|n Mn+1

(ω2 + r2)(n+1)/2
≤ 2M

r
.

On the other hand, for λ = ω + ir − θr/M we have

r ≥ (1/(4M2) + 1)−1/2|λ− ω|,

so that ‖R(λ,A)‖ ≤ 2M(1/(4M2) + 1)−1/2|λ− ω|−1, and the claim follows. �

Next, we give a useful perturbation theorem.

Theorem 1.2.14 Let A : D(A) 7→ X be sectorial operator, and let B : D(B) 7→ X be a
linear operator such that D(A) ⊂ D(B) and

‖Bx‖ ≤ a‖Ax‖+ b‖x‖ x ∈ D(A). (1.22)

There is δ > 0 such that if a ∈ [0, δ] then A+B : D(A) 7→ X is sectorial.

Proof. As a first step, we assume that the constant ω in (1.9) is zero, i.e.

ρ(A) ⊃ S0,θ = {λ ∈ C : |arg(λ)| ≤ θ}, ‖R(λ,A)‖ ≤ M

|λ|
, λ ∈ S,
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for some θ ∈ (π/2, π), M > 0. From (1.22) we deduce that BR(λ,A) is bounded, and for
each λ ∈ S we have

‖BR(λ,A)x‖ ≤ a‖AR(λ,A)x‖+ b‖R(λ,A)x‖ (1.23)

≤ a(M + 1)‖x‖+
bM

|λ|
‖x‖.

For λ ∈ S, the equation
λu− (A+B)u = x

is equivalent, setting λu−Au = z, to

z = BR(λ,A)z + x.

If a ≤ 1
2(M+1)−1 and |λ| > 2bM we have ‖BR(λ,A)‖ < 1, hence the operator I−BR(λ,A)

is invertible, z = (I −BR(λ,A))−1x, and the equality

(λI − (A+B))−1 = R(λ,A)(I −BR(λ,A))−1

holds. Thus, for |λ| > 2bM and arg λ| ≤ θ, using (1.23) we get ‖R(λ,A + B)‖ ≤ M ′/|λ|,
which shows that A+B is sectorial.

In the general case ω 6= 0, set A0 = A− ωI. Assumption (1.22) implies

‖Bx‖ ≤ a‖A0x‖+ (a|ω|+ b)‖x‖ x ∈ D(A).

Then, for a small enough the operator A0 +B = A+B−ωI is sectorial, and so is A+B.
�

Corollary 1.2.15 If A is sectorial and B : D(B) ⊃ D(A) 7→ X is a linear operator such
that for some θ ∈ (0, 1), C > 0 we have

‖Bx‖ ≤ C‖x‖θD(A)‖x‖
1−θ
X , ∀x ∈ D(A),

then A+B : D(A+B) := D(A) 7→ X is sectorial.

The next theorem is sometimes useful, because it lets us work in smaller subspaces of
D(A). A subspace D as in the following statement is called a core for the operator A.

Theorem 1.2.16 Let A be a sectorial operator with dense domain. If a subspace D ⊂
D(A) is dense in X and etA-invariant for each t > 0, then D is dense in D(A) with respect
to the graph norm.

Proof. Fix x ∈ D(A) and a sequence (xn) ⊂ D which converges to x in X. Since D(A)
is dense, then

Ax = lim
t→0

etAx− x
t

= lim
t→0

A

t

∫ t

0
esAx ds,

and the same formula holds with xn instead of x. Therefore it is convenient to set

yn,t =
1
t

∫ t

0
esAxn ds =

1
t

∫ t

0
esA(xn − x) ds+

1
t

∫ t

0
esAx) ds− x.

For each n, the map s 7→ esAxn is continuous with values in D(A); it follows that∫ t
0 T (s)xnds, being the limit of the Riemann sums, belongs to the closure of D in D(A),

and then each yn,t does. Moreover ‖yn,t − x‖ goes to 0 as t→ 0, n→∞, and

Ayn,t −Ax =
etA(xn − x)− (xn − x)

t
+

1
t

∫ t

0
esAAxds−Ax.
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Given ε > 0, fix τ small enough, in such a way that ‖ 1
τ

∫ τ
0 e

sAAxds− Ax‖ ≤ ε, and then
choose n large, in such a way that (M + 1)‖xn − x‖/τ ≤ ε. For such choices of τ and n
we have ‖Ayn,τ −Ax‖ ≤ 2ε, and the statement follows. �

Theorem 1.2.16 implies that the operator A is the closure of the restriction of A to D,
i.e. D(A) is the set of all x ∈ X such that there is a sequence (xn) ⊂ D such that xn → x
and Axn converges as n→∞; in this case we have Ax = limn→∞Axn.

Remark 1.2.17 Up to now we have considered complex Banach spaces, and the operators
etA have been defined through integrals over paths in C. But in many applications we
have to work in real Banach spaces.

If X is a real Banach space, and A : D(A) ⊂ X 7→ X is a closed linear operator, it
is however convenient to consider complex spectrum and resolvent. So we introduce the
complexifications of X and of A, defined by

X̃ = {x+ iy : x, y ∈ X}; ‖x+ iy‖X̃ = sup
−π≤θ≤π

‖x cos θ + y sin θ‖

(note that the “euclidean norm”
√
‖x‖2 + ‖y‖2 is not a norm, in general), and

D(Ã) = {x+ iy : x, y ∈ D(A)}, Ã(x+ iy) = Ax+ iAy.

If the complexification Ã of A is sectorial, so that the semigroup etÃ is analytic in X̃, then
the restriction of etÃ to X maps X into itself for each t ≥ 0. To prove this statement it is
convenient to replace the path γr,η by the path γ = {λ ∈ C : λ = ω′ + ρe±iθ, ρ ≥ 0}, with
ω′ > ω. For each x ∈ X we get

etÃx =
1

2πi

∫ +∞

0
eω
′t
(
eiθ+ρte

iθ
R(ρeiθ, A)− e−iθ+ρte−iθR(ρe−iθ, A)

)
x dρ, t > 0.

The real part of the function under the integral vanishes (why?), and then etÃx belongs
to X. So, we have a semigroup of linear operators in X which enjoys all the properties
that we have seen up to now.

Exercises 1.2.18 1. Let A : D(A) ⊂ X 7→ X be sectorial, let α ∈ C, and set B :
D(B) := D(A) 7→ X, Bx = Ax − αx. For which values of α the operator B is
sectorial? In this case, show that etB = e−αtetA. Use this result to complete the
proof of theorem 1.2.3 in the case ω 6= 0.

2. Let A : D(A) ⊂ X 7→ X be sectorial, and let B : D(B) ⊃ D(A) 7→ X be a linear
operator such that limλ∈Sθ,ω , |λ|→∞ ‖BR(λ,A)‖ = 0. Show that A+B : D(A+B) :=
D(A) 7→ X is sectorial.

3. Let Xk, k = 1, . . . , n be Banach spaces, and let Ak : D(Ak) 7→ Xk be sectorial
operators. Set

X =
n∏
k=1

Xk, D(A) =
n∏
k=1

D(Ak),

and A(x1, . . . , xn) = (A1x1, . . . , Anxn), and show that A is a sectorial operator in
X.
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Chapter 2

Generation of analytic semigroups
by differential operators

In this chapter we show several examples of sectorial operators A, and we study the
associated evolution equations u′ = Au.

The leading example is the heat equation in one or more variables, i.e., the equation
ut = ∆u, where ∆ is the Laplacian in RN , ∆u = u′′ if N = 1 and ∆u =

∑N
i=1Diiu if

N > 1. We shall see some realizations of the Laplacian in different Banach spaces, with
different domains, that turn out to be sectorial operators.

2.1 The operator Au = u′′

2.1.1 The second order derivative in the real line

Let us define the realizations of the second order derivative in Lp(R) (1 ≤ p <∞), and in
Cb(R), endowed with the maximal domains

D(Ap) = W 2,p(R) ⊂ Lp(R), Apu = u′′, 1 ≤ p <∞
D(A∞) = C2b(R), A∞u = u′′.

We recall that for p <∞ the Sobolev space W 2,p(R) is the subspace of Lp(R) consisting
of the (classes of equivalence of) functions f : R 7→ C that admit first and second order
weak derivatives belonging to Lp(R); the norm is

‖u‖W 2,p(R) = ‖u‖Lp + ‖u′‖Lp + ‖u′′‖Lp .

In the definition of Ap the second order derivative is meant in the weak sense.
Cb(R) is the space of the bounded continuous functions from R to C ; C2

b (R) is the sub-
space of Cb(R) consisting of the twice continuously differentiable functions, with bounded
first and second order derivatives; the norm is

‖u‖C2
b (R) = ‖u‖∞ + ‖u′‖∞ + ‖u′′‖∞.

Let us determine the spectrum of Ap and let us estimate its resolvent.

Proposition 2.1.1 For all 1 ≤ p ≤ ∞ the spectrum of Ap is the halfline (−∞, 0]. If
λ = |λ|eiθ with |θ| < π then

‖R(λ,A)‖L(Lp) ≤
1

|λ| cos(θ/2)
.

21



22 Chapter 2

Proof. a) First we show that (−∞, 0] ⊂ σ(Ap). Fix λ ≤ 0 and consider the function
u(x) = exp(i

√
−λx) which satisfies u′′ = λu. For p = ∞, u is an eigenfunction of

A∞ with eigenvalue λ. For p < ∞, u does not belong to Lp(R). Consider a cut-off
function ψ : R 7→ R, supported in [−2, 2] and identically equal to 1 in [−1, 1] and set
ψn(x) = ψ(x/n).

If un = ψnu, then un ∈ D(Ap) and ‖un‖p ≈ n1/p as n→∞. Moreover, ‖Aun−λun‖p ≤
Cn1/p−1, from which it follows that, setting vn = un

‖un‖p , ‖(λ−A)vn‖p → 0 as n→∞, and
then λ ∈ σ(A).
b) Let now λ 6∈ (−∞, 0], λ = |λ|eiθ, |θ| < π. If p = ∞, the equation λu − u′′ = 0 has no
nonzero bounded solution, hence λI − A∞ is one to one. If p < ∞, it is easy to see that
all the nonzero solutions u ∈ W 2,p

loc (R) to the equation λu− u′′ = 0 belong to C∞(R) and
they are classical solutions, but they do not belong to Lp(R), and the operator λI −Ap is
injective.

Let us show that λI − Ap is onto. We write
√
λ = µ, so that Reµ > 0. If f ∈ Cb(R)

the variation of constants methods gives the (unique) bounded solution to λu − u′′ = f ,
written as

u(x) =
1

2µ

(∫ x

−∞
e−µ(x−y)f(y)dy +

∫ +∞

x
eµ(x−y)f(y)dy

)
= (f ∗ hµ)(x), (2.1)

where hµ(x) = 1
2µe
−µ|x|. Since ‖hµ‖L1(R) = 1

|µ|Reµ , we get

‖u‖∞ ≤ ‖hµ‖L1(R)‖f‖∞ ≤
1

|λ| cos(θ/2)
‖f‖∞.

If |argλ| ≤ θ0 < π we get ‖u‖∞ ≤ (|λ| cos(θ0/2))−1‖f‖∞, and therefore A∞ is sectorial,
with ω = 0 and any θ ∈ (π/2, π).

If p <∞ and f ∈ Lp(R), the natural candidate to be R(λ,Ap)f is still the function u
defined by (2.1). We have to check that u ∈ D(Ap) and and that (λI −Ap)u = f . By the
Young’s inequality (see e.g. [3, Th. IV.15]), u ∈ Lp(R) and again

‖u‖p ≤ ‖f‖p‖hµ‖1 ≤
1

|λ| cos(θ/2)
‖f‖p.

That u ∈ D(Ap) may be seen in several ways; all of them need some knowledge of ele-
mentary properties of Sobolev spaces. The following proof relies on the fact that smooth
functions are dense in W 1,p(R)(1).

Approach f ∈ Lp(R) by a sequence (fn) ⊂ C∞0 (R). The corresponding solutions un
to λun − u′′n = fn are smooth and they are given by formula (2.1) with fn instead of f ,
therefore they converge to u by the Young’s inequality. Moreover,

u′n(x) = −1
2

∫ x

−∞
e−µ(x−y)fn(y)dy +

1
2

∫ +∞

x
eµ(x−y)fn(y)dy

converge to the function

g(x) = −1
2

∫ x

−∞
e−µ(x−y)f(y)dy +

1
2

∫ +∞

x
eµ(x−y)f(y)dy

again by the Young’s inequality, hence g = u′ ∈ Lp(R), and u′′n = λun − fn converge to
λu− f , hence λu− f = u′′ ∈ Lp(R). Therefore u ∈W 2,p(R) and the statement follows. �

1Precisely, a function v ∈ Lp(R) belongs to W 1,p(R) iff there is a sequence (vn) ⊂ C∞(R) with vn,
v′n ∈ Lp(R), such that vn → v and v′n → g in Lp(R) as n→∞. In this case, g is the weak derivative of v.
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Note that D(A∞) is not dense in Cb(RN ), and its closure is BUC(R). Therefore, the
associated semigroup etA∞ is not strongly continuous. But the part of A∞ in BUC(R),
i.e. the operator

BUC2(R) 7→ BUC(R), u 7→ u′′

has dense domain in BUC(R) and it is sectorial, so that the restriction of etA∞ to BUC(R)
is strongly continuous. If p <∞, D(Ap) is dense in Lp(R), and etAp is strongly continuous
in Lp(R).

This is one of the few situations in which we have a nice representation formula for
etAp , for 1 ≤ p ≤ ∞, and precisely

(etApf)(x) =
1

(4πt)1/2

∫
R

e−
|x−y|2

4t f(y)dy, t > 0, x ∈ R. (2.2)

This formula will be discussed in subsection 2.2. In principle, since we have an explicit
representation formula for the resolvent, replacing in (1.10) we should get (2.5). But the
contour integral obtained in this way is not very easy. To obtain the above representation
formula it is easier to argue as follows: we recall that the function u(t, x) := (etApf)(x) is
a candidate to be a solution to the Cauchy problem for the heat equation

ut(t, x) = uxx(t, x), t > 0, x ∈ R,

u(0, x) = f(x), x ∈ R.
(2.3)

Let us apply (just formally) the Fourier transform, denoting by û(t, ξ) the Fourier trans-
form of u with respect to the space variable x. We get{

ût = −|ξ|2û in (0,+∞)× R,
û(0, ξ) = f̂(ξ) x ∈ R,

whose solution is û(t, ξ) = f̂(ξ)e−|ξ|
2t. Taking the inverse Fourier transform, we obtain

(2.5). Once we have a candidate for etApf we may check directly that the formula is
correct. See section 2.2 for the general N -dimensional case.

2.1.2 The operator Au = u′′ in a bounded interval, with Dirichlet bound-
ary conditions

Without loss of generality, we fix I = (0, 1), and we consider the realizations of the second
order derivative in Lp(I), 1 ≤ p <∞,

D(Ap) = {u ∈W 2,p(I) : u(0) = u(1) = 0} ⊂ Lp(I), Apu = u′′,

as well as its realization in C([0, 1]),

D(A∞) = {u ∈ C2([0, 1]) : u(0) = u(1) = 0}, A∞u = u′′.

We could follow the same approach of subsection 2.1.1, by computing explicitly the resol-
vent operator R(λ,A∞) for λ /∈ (−∞, 0] and then showing that the same formula gives
R(λ,Ap). The formula comes out to be more complicated than before, but it leads to the
same final estimate, see exercise 2.5.3.1. Here we prefer to follow a slightly different ap-
proach that leads to a less precise estimate for the norm of the resolvent, but computations
are simpler.

Proposition 2.1.2 The operators Ap : D(Ap) 7→ Lp(0, 1), 1 ≤ p < ∞ and A∞ :
D(A∞) 7→ C([0, 1]) are sectorial, with ω = 0 and any θ ∈ (π/2, π).
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Proof. For λ /∈ (−∞, 0] set µ =
√
λ, so that Reµ > 0. For every f ∈ X, X = Lp(0, 1)

or X = C([0, 1]), extend f to a function f̃ ∈ Lp(R) or f̃ ∈ Cb(R), in such a way that
‖f̃‖ = ‖f‖. For instance we may define f̃(x) = 0 for x /∈ (0, 1) if X = Lp(0, 1), f̃(x) = f(1)
for x > 1, f̃(x) = f(0) for x < 0 if X = C([0, 1]). Let ũ be defined by (2.1) with f̃ instead of
f . We already know from example 2.1.1 that ũ|[0,1] is a solution of the equation λu−u′′ = f

satisfying ‖u‖p ≤ ‖f‖p
|λ| cos(θ/2) . However, it does not necessarily satisfy boundary condition,

and we set
γ0 =

1
2µ

∫
R

e−µ|s|f̃(s) ds

and
γ1 =

1
2µ

∫
R

e−µ|1−s|f̃(s) ds.

Then all the solutions to λu − u′′ = f belonging to W 2,p(0, 1) or to C2([0, 1]) are
given by u(x) = ũ(x) + c1u1(x) + c2u2(x), where u1(x) = e−µx and u2(x) = eµx are
two independent solutions of the homogeneous equation λu − u′′ = 0. We can determine
uniquely c1 and c2 imposing u(0) = u(1) = 0 because the determinant

D(µ) = eµ − e−µ

is nonzero since Reµ > 0. A straightforward computation yields

c1 =
1

D(µ)

[
γ1 − eµγ0

]
,

c2 =
1

D(µ)

[
−γ1 + e−µγ0

]
.

Explicit computations give for 1 ≤ p <∞

‖u1‖p ≤
1

(pReµ)1/p
‖u2‖p ≤

eReµ

(pReµ)1/p
;

while ‖u1‖∞ = eReµ, ‖u2‖∞ = 1 and for 1 < p < ∞ by the Hölder inequality we also
obtain

|γ0| ≤
1

2|µ|(p′Reµ)1/p′
‖f‖p |γ1| ≤

1
2|µ|(p′Reµ)1/p′

‖f‖p

and also |γ0|, |γ1| ≤ 1
2|µ|‖f‖1, if f ∈ L1, |γ0|, |γ1| ≤ 1

|µ|Reµ‖f‖∞ if f ∈ C([0, 1]).
Moreover |D(µ)| ≈ eReµ for |µ| → ∞. If λ = |λ|eiθ with |θ| ≤ |θ0| < π then Reµ ≥

|µ| cos(θ0/2) and we easily get

‖c1u1‖p ≤
C

|λ|
‖f‖p and ‖c2u2‖p ≤

C

|λ|
‖f‖p

for a suitable C > 0 and λ as above, |λ| big enough, and finally

‖v‖p ≤
C

|λ|
‖f‖p

for |λ| large, say |λ| ≥ R, and |arg λ| ≤ θ0.
For |λ| small we may argue as follows: one checks easily that 0 is in the resolvent set of

Ap; since the resolvent set is open there is a circle centered at 0 contained in the resolvent
set (in fact it can be shown that the spectrum of Ap consists only of the eigenvalues
−n2/π2, n ∈ N); since λ 7→ R(λ,Ap) is holomorphic in the resolvent set it is continuous,
hence it is bounded on the compact set {|λ| ≤ R, |arg λ| ≤ θ0} ∪{0}. �
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2.2 The Laplacian in RN

Let us consider the heat equation
ut(t, x) = ∆u(t, x), t > 0, x ∈ RN ,

u(0, x) = f(x), x ∈ RN ,
(2.4)

where f is a given function in X, X = Lp(RN ), 1 ≤ p <∞, or X = BUC(RN ).
A representation formula for the solution may be deduced formally by Fourier trans-

form, as in dimension N = 1, getting u(t, x) = (T (t)f)(x), where the heat semigroup
(T (t)t≥0) is defined by the Gauss-Weierstrass formula

T (t)f(x) =
1

(4πt)N/2

∫
Rn

e−
|x−y|2

4t f(y)dy, t > 0, x ∈ RN . (2.5)

(as usual, we define T (0)f(x) = f(x)). The verification that (T (t)t≥0) is a semigroup is
left as an exercise, see 2.5.3.3 below.

Now, we check that formula (2.5) gives in fact a solution to (2.4).
Let us first notice that T (t)f = Gt ∗ f , where

Gt(x) =
1

(4πt)N/2
e−
|x|2
4t ,

∫
RN

Gt(x)dx = 1 ∀ t > 0,

and ∗ denotes the convolution. The function (t, x) 7→ Gt(x) is smooth for t > 0, and its
derivative with respect to t equals its Laplacian with respect to the space variables x. By
the Young inequality,

‖T (t)f‖Lp ≤ ‖f‖Lp , t > 0, 1 ≤ p ≤ ∞. (2.6)

Since Gt and all its derivatives belong to C∞(RN ) ∩ L1(RN ), it readily follows that the
function u(t, x) := (T (t)f)(x) belongs to C∞((0,+∞)×RN ), because we can differentiate
under the integral sign. Since ∂Gt/∂t = ∆Gt, then u solves the heat equation in (0,+∞)×
R
N .

Let us show that T (t)f → f in X as t→ 0. If X = Lp(RN ) we have

‖T (t)f − f‖pp =
∫
RN

∣∣∣ ∫
RN

Gt(y)f(x− y)dy − f(x)
∣∣∣pdx

=
∫
RN

∣∣∣ ∫
RN

Gt(y)[f(x− y)− f(x)]dy
∣∣∣pdx

=
∫
RN

∣∣∣ ∫
RN

G1(z)[f(x−
√
tz)− f(x)]dz

∣∣∣pdx
≤

∫
RN

∫
RN

G1(z)|f(x−
√
tz)− f(x)|pdz dx

=
∫
RN

G1(z)
∫
RN

|f(x−
√
tz)− f(x)|pdxdz.

Here we used twice the property that the integral of Gt is 1; the first one to put f(x) under
the integral and the second one to get

∣∣∣ ∫
RN

G1(z)[f(x−
√
tz)−f(x)]dz

∣∣∣p ≤ ∫
RN

G1(z)|f(x−
√
tz)− f(x)|pdz. Now, the function ϕ(t, z) :=

∫
RN
|f(x−

√
tz)− f(x)|pdx goes to zero for

each z as t → 0, by a well known property of the Lp functions, and it does not exceed
2p‖f‖pp. By dominated convergence, ‖T (t)f − f‖pp goes to 0 as t→ 0.
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If X = BUC(RN ) and f ∈ X, we have

sup
x∈RN

|(T (t)f − f)(x)| ≤ sup
x∈RN

∫
RN

Gt(y)|f(x− y)− f(x)|dy

= sup
x∈RN

∫
RN

G1(z)|f(x−
√
tz)− f(x)|dz

≤
∫
RN

G1(z) sup
x∈RN

|f(x−
√
tz)− f(x)|dz.

Again, the function ϕ(t, z) := supx∈RN |f(x−
√
tz)−f(x)| goes to zero as t→ 0 for each z

by the uniform continuity of f , and it does not exceed 2‖f‖∞. By dominated convergence,
T (t)f − f goes to 0 as t→ 0 in the sup norm.

The proof that T (t) satisfies all the assumptions of theorem 1.2.11 is left as an exercise,
see exercises 2.5.3.4 and 2.5.3.5. Then, there is a sectorial operator A such that T (t) = etA.

Let us now show that the generator A of T (t) is a suitable realization of the Laplacian.
To begin with, we consider the case p < ∞. In this case the Schwartz space S(RN ) is
invariant under the semigroup and it is dense in Lp(RN ) because it contains C∞0 (RN ).
Then, by theorem 1.2.16, it is dense in the domain of the generator. For f ∈ S(RN ),
it can be easily checked that u(t, x) = T (t)f(x) belongs to C2([0,∞) × RN ) (in fact, it
belongs to C∞([0,∞) × RN )). Recalling that u satisfies the heat equation for t > 0, we
get

u(t, x)− u(0, x)
t

=
1
t

∫ t

0
ut(s, x)ds =

1
t

∫ t

0
∆u(s, x)ds→ ∆f(x) as t→ 0 (2.7)

pointwise and also in Lp(RN ), because

1
t

∫ t

0
‖∆u(s, ·)−∆f‖pds ≤ sup

0<s<t
‖T (s)∆f −∆f‖p.

For p =∞, we argue in the same way, using BUC2(RN ) instead of S(RN ), and observing
that it is dense in BUC(RN ), that it is invariant under the semigroup, and that in this
case the convergence in (2.7) is uniform in RN .

From theorem 1.2.16 it follows that the generator A of T (t) is the closure of the
Laplacian with domain D = S(RN ), if X = Lp(RN ), with domain D = BUC2(RN ), if
X = BUC(RN ). So, D(A) is the set of the functions u in X such that there is a sequence
un ∈ D that converge to u in X and such that ∆un converge in X as n → ∞; in other
words D(A) is the completion of D with respect to the graph norm u 7→ ‖u‖X + ‖∆u‖X .
If N = 1 we conclude rather easily that D(A) = W 2,p(R) if X = Lp(R), and D(A) =
BUC2(RN ), if X = BUC(R). The problem of giving an explicit characterization of D(A)
in terms of known functional spaces is more difficult if N > 1. The answer is nice, i.e.
D(A) = W 2,p(RN ) if X = Lp(RN ) and 1 < p < ∞, but the proof is not easy in general.
There is an easy proof, that we give below, for p = 2.

The domain of A in L2 is the closure of S(RN ) with respect to the graph norm u 7→
‖u‖L2(RN ) +‖∆u‖L2(RN ), which is weaker than the H2-norm. Hence, to conclude it suffices
to show that the two norms are in fact equivalent. The main point to be proved is that
‖Diju‖L2(RN ) ≤ ‖∆u‖L2(RN ) for each u ∈ S and i, j = 1, . . . , N . Integrating by parts
twice we get

‖ |D2u| ‖2L2(RN ) =
N∑

i,j=1

∫
RN

DijuDiju dx = −
N∑

i,j=1

∫
RN

DijjuDiu dx (2.8)

=
N∑

i,j=1

∫
RN

DiiuDjju dx = ‖∆u‖2L2(RN ). (2.9)
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The L2 norm of the first order derivatives of u may be estimated in several ways; since we
already have the semigroup T (t) at our disposal we may argue as follows. For t > 0 and
for each f ∈ L2(RN ) we have

DiT (t)f(x) =
1

(4πt)N/2

∫
Rn

1
2

(xi − yi)e−
|x−y|2

4t f(y)dy = (DiGt ∗ f)(x), t > 0, x ∈ RN ,

so that
‖DiT (t)f‖2 ≤ ‖DiGt‖1‖f‖2 ≤

C

t1/2
‖f‖2, t > 0.

From the obvious equality Diu = Di(u− T (t)u) +DiT (t)u we get, for each u ∈ S(RN ),

Diu = Di

∫ t

0
T (s)∆u ds+DiT (t)u =

∫ t

0
DiT (s)∆u ds+DiT (t)u,

and using the above estimate we obtain

‖Diu‖2 ≤ C1t
1/2‖∆u‖2 + C2t

−1/2‖u‖2, t > 0. (2.10)

Taking t = 1 we see that the L2 norm of each Diu is estimated by the graph norm of the
Laplacian at u, which is what we needed.

In addition, taking the minimum for t > 0, we get another estimate of independent
interest,

‖Diu‖2 ≤ C3‖∆u‖1/22 ‖u‖
1/2
2 . (2.11)

Estimates (2.10) and (2.11) are then extended by density to the whole domain of the
Laplacian, that is to H2(RN ).

2.3 Some abstract examples

The realization of the Laplacian in L2(RN ) is a particular case of the following general
situation. Recall that, if H is a Hilbert space, an operator A : D(A) ⊂ H → H with dense
domain is said to be self-adjoint if D(A) = D(A?) and A = A?, and that A is dissipative
if

‖(λ−A)x‖ ≥ λ‖x‖2, (2.12)

for all x ∈ D(A) and λ > 0, or equivalently (see exercise 2.5.3.6) if Re 〈Ax, x〉 ≤ 0 for
every x ∈ D(A).

The following proposition holds.

Proposition 2.3.1 Let H be a Hilbert space, and let A : D(A) ⊂ H 7→ H be a self-adjoint
dissipative operator. Then A is sectorial, with arbitrary θ < π and ω = 0.

Proof. Let us first show that σ(A) ⊂ R. For, let λ = a + ib ∈ C. Since 〈Ax, x〉 ∈ R, for
every x ∈ D(A) we have

‖(λI −A)x‖2 = (a2 + b2)‖x‖2 − 2a〈x,Ax〉+ ‖Ax‖2 ≥ b2‖x‖2, (2.13)

so that if b 6= 0 then λI −A is one to one. Let us check that the range is both closed and
dense in H, so that A is onto. Take xn ∈ D(A) such that λxn−Axn converges as n→∞.
From the inequality

‖(λI −A)(xn − xm)‖2 ≥ b2‖xn − xm‖2, n, m ∈ N,

it follows that (xn) is a Cauchy sequence, and by difference (Axn) is a Cauchy sequence
too. Hence there are x, y ∈ H such that xn → x, Axn → y. Since A is self-adjoint, it is
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closed, and then x ∈ D(A), Ax = y, and λxn−Axn converges to λx−Ax ∈ Range (λI−A).
Therefore, the range of λI −A is closed.

If y is orthogonal to the range of (λI −A), then for every x ∈ D(A) we have 〈y, λx−
Ax〉 = 0, hence y ∈ D(A?) = D(A) and λy − A?y = λy − Ay = 0. Since λI − A is one to
one, then y = 0, and the range of (λI −A) is dense.

Let us check that σ(A) ⊂ (−∞, 0]. Indeed, if λ > 0 and x ∈ D(A), we have

‖(λI −A)x‖2 = λ2‖x‖2 − 2λ〈x,Ax〉+ ‖Ax‖2 ≥ λ2‖x‖2, (2.14)

and arguing as above we get λ ∈ ρ(A).
Let us now verify condition (1.9)(ii) for λ = ρeiθ, with ρ > 0, −π < θ < π. Take x ∈ H

and u = R(λ,A)x. From the equality λu− Au = x, multiplying by e−iθ/2 and taking the
inner product with u, we deduce

ρeiθ/2‖u‖2 − e−iθ/2〈Au, u〉 = e−iθ/2〈x, u〉,

from which, taking the real part,

ρ cos(θ/2)‖u‖2 − cos(θ/2)〈Au, u〉 = Re(e−iθ/2〈x, u〉) ≤ ‖x‖ ‖u‖

and therefore, taking into account that cos(θ/2) > 0 and 〈Ax, x〉 ≤ 0, we get

‖u‖ ≤ ‖x‖
|λ| cos(θ/2)

,

with θ = arg λ. �

Let us see two further examples.

Proposition 2.3.2 Let A be a linear operator such that the resolvent set ρ(A) contains
C \ iR, and there exists M > 0 such that ‖R(λ,A)‖ ≤M/|Reλ| for Reλ 6= 0. Then A2 is
sectorial, with ω = 0 and any θ < π.

Proof. For every λ ∈ C\(−∞, 0] and for every y ∈ X, the resolvent equation λx−A2x = y
is equivalent to

(
√
λI −A)(

√
λI +A)x = y.

Since Re
√
λ > 0, then

√
λ ∈ ρ(A) ∩ (ρ(−A)), so that

x = −R(−
√
λ,A)R(

√
λ,−A)y

and, since |Reλ| =
√
|λ| cos η/2 if arg λ = η, we get

‖x‖ ≤ M2

|λ|(cos θ/2)2
‖y‖,

for λ ∈ Sθ,0, and the statement follows. �

Proposition 2.3.2 gives us an alternative way to show that the realization of the second
order derivative in Lp(R), or in Cb(R), is sectorial. But there are also other interesting
applications.

Proposition 2.3.3 Let A be a sectorial operator. Then −A2 is sectorial.

Proof. As a first step we prove the statement assuming that the constant ω in (1.9)
vanishes. In this case, for every λ ∈ Sθ,0 and for every y ∈ X, the resolvent equation
λx + A2x = y is equivalent to (i

√
λI − A)(−i

√
λI − A)x = y. We can solve it and

estimate the norm of the solution because both i
√
λ and −i

√
λ belong to Sθ,0. We get
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x = R(−i
√
λ,A)R(i

√
λ,A)y and ‖x‖ ≤ M2‖y‖/|λ|. Therefore, −A2 is sectorial, with the

same sector of A.
If ω 6= 0, we consider as usual the operator B = A−ωI : D(B) = D(A) 7→ X. B and B2

are sectorial, with sector Sθ,0. Since R(λ,B2) = R(−i
√
λ,B)R(i

√
λ,B) for λ ∈ Sθ,0, then

‖BR(λ,B2)‖ ≤M(M + 1)/
√
|λ|; hence B2 + 2ωB is sectorial, and B2 + 2ωB +ω2I = A2

is sectorial. See exercises 1.2.18. �

Using proposition 2.3.3 and the examples that we have seen up to now, we obtain other
examples of sectorial operators. For instance, the realizations of u 7→ −u(iv) in Lp(R), in
BUC(R), in Cb(R), with respective domains W 4,p(R), BUC4(R), C4

b (R) are sectorial, and
so on.

2.4 The Dirichlet Laplacian in a bounded open set

We now consider the Laplacian in an open bounded set Ω ⊂ RN with C2 boundary ∂Ω
and Dirichlet boundary condition, in Lp(Ω), 1 < p < ∞. Even for p = 2 the theory is
much more difficult that in the case Ω = R

N . In fact, the Fourier transform is useless, and
estimates such as (2.8) are not available integrating by parts because boundary integrals
appear.

In order to prove that the operator Ap defined by

D(Ap) = W 2,p(Ω) ∩W 1,p
0 (Ω), Apu = ∆u , u ∈ D(Ap)

is sectorial, one shows that the resolvent set ρ(Ap) contains a sector

Sθ = {λ ∈ C : λ 6= 0, |arg(λ)| < θ}

for some θ ∈ (π/2, π), and that the resolvent estimate

‖R(λ,Ap)‖L(Lp(Ω) ≤
M

|λ|

holds for some M > 0 and for all λ ∈ Sθ,ω. The hard part is the proof of existence of a
solution u ∈ D(Ap) to λu−∆u = f , i.e. the following theorem that we give without any
proof.

Theorem 2.4.1 Let Ω ⊂ RN be open and bounded with C2 boundary, and let f ∈ Lp(Ω),
λ 6∈ (−∞, 0]. Then, there is u ∈ D(Ap) such that λu−∆u = f , and the estimate

‖u‖W 2,p ≤ C1‖f‖Lp + C2‖u‖Lp (2.15)

holds, with C1, C2 depending only upon Ω and λ. For Reλ ≥ 0 inequality (2.15) holds
with C2 = 0.

The resolvent estimate is much easier. Its proof is quite simple for p ≥ 2, and in fact
we shall consider only this case. For 1 < p < 2 the method still works, but some technical
problems occur.

Proposition 2.4.2 Let 2 ≤ p <∞, and let u ∈W 2,p(Ω)∩W 1,p
0 (Ω), λ ∈ C with Reλ ≥ 0,

be such that λu−∆u = f ∈ Lp(Ω). Then

‖u‖Lp ≤ Cp
‖f‖Lp
|λ|

,

with Cp = (1 + p2/4)1/2.
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Proof. If u = 0 the statement is obvious. If u 6= 0, we multiply the equation λu−∆u = f
by |u|p−2u, which belongs to W 1,p′(Ω) (see exercise 2.5.3.7), and we integrate over Ω. We
have

λ‖u‖p +
∫

Ω

n∑
k=1

∂u

∂xk

∂

∂xk

(
|u|p−2u

)
dx =

∫
Ω
f |u|p−2u dx.

Notice that

∂

∂xk
|u|p−2u = |u|p−2 ∂u

∂xk
+

1
2

(p− 2)u|u|p−4

(
u
∂u

∂xk
+ u

∂u

∂xk

)
.

Setting

|u|
p−4

2 u
∂u

∂xk
= ak + ibk

with ak, bk ∈ R, we have∫
Ω

n∑
k=1

∂u

∂xk

∂

∂xk

(
|u|p−2u

)
dx

=
∫

Ω

n∑
k=1

(
(|u|

p−4
2 )2uu

∂u

∂xk

∂u

∂xk
+
p− 2

2
(|u|

p−4
2 )2u

∂u

∂xk

(
u
∂u

∂xk
+ u

∂u

∂xk

))
dx

=
∫

Ω

n∑
k=1

(
a2
k + b2k + (p− 2)ak(ak + ibk)

)
dx,

whence

λ‖u‖p +
∫

Ω

n∑
k=1

((p− 1)a2
k + b2k)dx+ i(p− 2)

∫
Ω

n∑
k=1

akbk dx =
∫

Ω
f |u|p−2u dx.

Taking the real part we get

Reλ‖u‖p +
∫

Ω

n∑
k=1

((p− 1)a2
k + b2k)dx = Re

∫
Ω
f |u|p−2u dx ≤ ‖f‖p ‖u‖p−1

p ,

and then 
(a) Reλ‖u‖ ≤ ‖f‖.

(b)
∫

Ω

n∑
k=1

((p− 1)a2
k + b2k)dx ≤ ‖f‖ ‖u‖p−1.

Taking the imaginary part we get

Imλ ‖u‖p + (p− 2)
∫

Ω

n∑
k=1

akbk dx = Im
∫

Ω
f |u|p−2u dx

and then

|Imλ| ‖u‖p ≤ p− 2
2

∫
Ω

n∑
k=1

(a2
k + b2k)dx+ ‖f‖ ‖u‖p−1,

so that, using (b),

|Imλ| ‖u‖p ≤
(
p− 2

2
+ 1
)
‖f‖ ‖u‖p−1,

i.e.,
|Imλ| ‖u‖ ≤ p

2
‖f‖.
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From this inequality and from (a), squaring and summing up, we obtain

|λ|2‖u‖2 ≤
(

1 +
p2

4

)
‖f‖2,

and the statement follows. �

2.5 More general operators

Let us consider general second order elliptic operators, both in RN and in a bounded open
set Ω with C2 boundary ∂Ω. Let us denote by ν(x) the outer unit vector normal to ∂Ω
at x.

Let A be the differential operator

(Au)(x) =
N∑

i,j=1

aij(x)Diju(x) +
N∑
i=1

bi(x)Diu(x) + c(x)u(x) (2.16)

with real, uniformly continuous coefficients and bounded aij , bi, c on Ω. We assume that
for every x ∈ Ω the matrix [aij(x)]i,j=1,...,N is symmetric and strictly positive definite, i.e.,

N∑
i,j=1

aij(x)ξiξj ≥ ν|ξ|2, x ∈ Ω, ξ ∈ Rn, (2.17)

for some ν > 0. The following results hold.

Theorem 2.5.1 (S. Agmon, [1]) Let p ∈ (1,∞).

(i) Let Ap : W 2,p(RN ) → Lp(RN ) be defined by (Apu)(x) = (Au)(x). The operator Ap
is sectorial in Lp(RN ).

(ii) Let Ω and A be as above, and let Ap be defined by

D(Ap) = W 2,p(Ω) ∩W 1,p
0 (Ω), (Apu)(x) = (Au)(x).

Then, the operator Ap is sectorial in Lp(Ω), and D(Ap) is dense in Lp(Ω).

(iii) Let Ω and A be as above, and let Ap be defined by

D(Ap) = {u ∈W 2,p(Ω) : Bu|∂Ω = 0}, Apu = Au, u ∈ Dp(A),

where

Bu = b0(x)u(x) +
N∑
i=1

bi(x)Diu(x),

the coefficients bi, i = 1, . . . , N are in C1(Ω) and the transversality condition

n∑
i=1

bi(x)νi(x) 6= 0, x ∈ ∂Ω

holds. Then, the operator Ap is sectorial in Lp(Ω), and D(Ap) is dense in Lp(Ω).

We have also the following result.

Theorem 2.5.2 (H. B. Stewart, [15, 16]) Let A be the differential operator in (2.16).
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(i) Consider the operator A : D(A)→ X = Cb(RN ) defined by

D(A) = {u ∈ Cb(RN ) ∩p≥1 W
2,p
loc (RN ) : Au ∈ Cb(RN )}, (2.18)

(Au)(x) = (Au)(x), u ∈ D(A).

Then, A is sectorial in X, and D(A) = BUC(RN ).

(ii) Let Ω ⊂ RN be an open bounded set with C2 boundary ∂Ω, and consider the operator

D(A) = {u ∈ ∩p≥1W
2,p(Ω) : u|∂Ω = 0, Au ∈ C(Ω)}, (2.19)

(Au)(x) = (Au)(x), u ∈ D(A).

Then, the operator A is sectorial in X, and D(A) = C0(Ω) = {u ∈ C(Ω) : u =
0 at ∂Ω}.

(iii) Let Ω be as in (ii), and let X = C(Ω),

D(A) = {u ∈ ∩p≥1W
2,p(Ω) : Bu|∂Ω = 0, Au ∈ C(Ω)}, (2.20)

(Au)(x) = (Au)(x), u ∈ D(A),

where

Bu = b0(x)u(x) +
N∑
i=1

bi(x)Diu(x),

the coefficients bi, i = 1, . . . , N are in C1(Ω) and the transversality condition

n∑
i=1

bi(x)νi(x) 6= 0, x ∈ ∂Ω

holds. Then, the operator A is sectorial in X, and D(A) is dense in X.

Moreover, in all the cases above there is M > 0 such that λ ∈ Sθ,ω implies

‖DiR(λ,A)f‖∞ ≤
M

|λ|1/2
‖f‖∞, ∀f ∈ X, i = 1, . . . , n. (2.21)

Exercises 2.5.3

1. Consider again the operator u 7→ u′′ in I as in subsection 2.1.2, with the domains
D(Ap) defined there, 1 ≤ p ≤ ∞. Solving explicitly the differential equation λu −
u′′ = f in D(Ap), show that the eigenvalues are −n2π2, n ∈ N, and express the
resolvent as an integral operator. Then, estimate the kernel of this operator to get

‖R(λ,Ap)‖L(X) ≤
1

|λ| cos(θ/2)
, θ = arg λ, X = Lp(I) or X = C(I).

2. Consider the operator Au = u′′ in Lp(I), with the domain

D(Ap) = {u ∈W 2,p(I) : u′(0) = u′(1) = 0} ⊂ Lp(I), 1 ≤ p <∞,

or
D(A∞) = {u ∈ C2(I) ∩ C(I) : u′(0) = u′(1) = 0} ⊂ C(I),

corresponding to the Neumann boundary condition. Use the same perturbation
argument as in subsection 2.1.2 to show that it is sectorial.
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3. Use the properties of the Fourier transform and formula (2.5) that defines the heat
semigroup T (t) to check that T (t + s)f(x) = T (t)T (s)f(x) for all f ∈ S(RN ) and
t, s ≥ 0, x ∈ RN . By approximation, show that this is true for each f ∈ Lp(RN )
and for each f ∈ Cb(RN ).

4. Use the Fourier transform to prove the resolvent estimate for the Laplacian in
L2(RN ), ‖u‖L2(RN ) ≤ ‖f‖L2(RN )/|λ|, where λu−∆u = f , π/2 < arg λ < π.

5. Prove that the heat semigroup is analytic in X = Lp(RN ), 1 ≤ p < ∞, and in
X = Cb(RN ), showing that ‖d/dt T (t)‖L(X) ≤ c/t. If X = Cb(RN ), show that T (t)
is one to one for each t > 0.

6. Show that the dissipativity condition (2.12) is equivalent to Re 〈Ax, x〉 ≤ 0 for all
x ∈ D(A).

7. Show that if p ≥ 2 and u ∈W 1,p(Ω) then the function |u|p−2u belongs to W 1,p′(Ω).
Is this true for 1 < p < 2?

8. (a) Using the representation formula (2.5), prove the following estimates for the heat
semigroup T (t) in Lp(RN ), 1 ≤ p ≤ ∞:

‖DαT (t)f‖Lp(RN ) ≤
cα

t|α|/2
‖f‖Lp(RN )

for every multiindex α, 1 ≤ p ≤ ∞ and suitable constants cα.

(b) Use the fact that DiGt is odd with respect to xi to prove that for each f ∈
Cθ(RN ), 0 < θ < 1, and for each i = 1, . . . , N

‖DiT (t)f‖∞ ≤
C

t1/2−θ/2
[f ]Cθ(RN ), t > 0.

(c) Use the estimates in (a) for |α| = 1 to prove that

‖Diu‖X ≤ C1t
1/2‖∆u‖X + C2t

−1/2‖u‖X , t > 0,

‖Diu‖X ≤ C3‖∆u‖1/2X ‖u‖
1/2
X ,

for X = Lp(RN ), 1 ≤ p <∞, X = Cb(RN ), and u in the domain of the Laplacian in
X.

9. Prove the following generalization of proposition 2.3.2: Let A be a linear operator
such that the resolvent set ρ(A) contains two halfplanes Reλ > ω and Reλ,−ω, with
ω ≥ 0, and there exists M > 0 such that ‖R(λ,A)‖ ≤M/(Re λ−ω) for Reλ > ω and
‖R(λ,A)‖ ≤M/(ω− Reλ) for Reλ < −ω. Then A2 is sectorial, with any θ < π.

10. Show that the operator A : D(A) = {f ∈ Cb(R) ∩ C1(R \ {0}) : x 7→ xf ′(x) ∈
Cb(R), limx→0 xf

′(x) = 0}, Af(x) = xf ′(x) for x 6= 0, Af(0) = 0, satisfies the
assumptions of proposition 2.3.2, so that A2 is sectorial in Cb(R). Using the results
of the exercises 1.2.18 to prove that for each a, b ∈ R a suitable realization of the
operator A defined by (Af)(x) = x2f ′′(x) + axf ′(x) + bf(x) is sectorial.
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Intermediate spaces

3.1 The interpolation spaces DA(θ,∞)

Let A : D(A) ⊂ X → X be a sectorial operator, and set

M0 = sup
0<t≤1

‖etA‖, M1 = sup
0<t≤1

‖tAetA‖.

We have seen in proposition 1.2.6 that for all x ∈ D(A) the function t 7→ u(t) = etAx
belongs to C([0, T ];X), and for all x ∈ D(A) such that Ax ∈ D(A), it belongs to
C1([0, T ];X). We also know that for x ∈ X the function t 7→ v(t) = ‖AetAx‖ has in
general a singularity of order 1 as t→ 0, whereas for x ∈ D(A) it is bounded near 0. It is
then natural to raise the following related questions:

1. Is there a class of initial data such that the function u(t) = etAx has an intermediate
regularity, e.g., it is α-Hölder continuous for some 0 < α < 1?

2. Is there a class of initial data x such that the function t 7→ ‖AetAx‖ has a singularity
of order α, with 0 < α < 1?

To answer such questions, we introduce some intermediate Banach spaces between X
and D(A).

Definition 3.1.1 Let A : D(A) ⊂ X → X be a sectorial operator, and fix 0 < α < 1. Let
us set 

DA(α,∞) = {x ∈ X : [x]α = sup0<t≤1 ‖t1−αAetAx‖ <∞},

‖x‖DA(α,∞) = ‖x‖+ [x]α.

Note that what characterizes DA(α,∞) is the behavior of ‖t1−αAetAx‖ near t = 0.
Indeed, for 0 < a < b < ∞ and for each x ∈ X estimate (1.14) with k = 1 implies that
supa≤t≤b ‖t1−αAetAx‖ ≤ C‖x‖, with C = C(a, b, α). Therefore, the interval (0, 1] in the
definition of DA(α,∞) could be replaced by any (0, T ] with T > 0, and for each T > 0 the
norm x 7→ ‖x‖+ sup0<t≤T ‖t1−αAetAx‖ is equivalent to the DA(α,∞) norm in DA(α,∞).

Once we have an estimate for the norm ‖AetA‖L(DA(α,∞);X) we get estimates for the
norms ‖AketA‖L(DA(α,∞);X) with any k ∈ N just using the semigroup law and (1.14). For
instance for k = 2 and for each x ∈ DA(α,∞) we obtain

sup
0<t≤T

‖t2−αA2etAx‖ ≤ sup
0<t≤T

‖tAet/2A‖L(X)‖t1−αAet/2Ax‖ ≤ C‖x‖DA(α,∞).

It is clear that if x ∈ DA(α,∞) and T > 0, then the function s 7→ ‖AesAx‖ belongs to
L1(0, T ), so that, by proposition 1.2.6(ii),

etAx− x =
∫ t

0
AesAxds ∀t ≥ 0, x = lim

t→0
etAx.

35
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In particular, all the spaces DA(α,∞) are contained in the closure of D(A). It follows
that

DA(α,∞) = DA0(α,∞),

where A0 is the part of A in D(A) (see definition 1.2.7).

Proposition 3.1.2 For 0 < α < 1 the equality

DA(α,∞) = {x ∈ X : [[x]]DA(α,∞) = sup
0<t≤1

t−α‖etAx− x‖ <∞}

holds, and the norm
x 7→ ‖x‖+ [[x]]DA(α,∞)

is equivalent to the norm of DA(α,∞).

Proof. Let x ∈ DA(α,∞) be given. For 0 < t ≤ 1 we have

t−α(etAx− x) = t−α
∫ t

0
s1−αAesAx

1
s1−αds, (3.1)

so that
[[x]]DA(α,∞) = ‖t−α(etAx− x)‖L∞(0,1) ≤ α−1[x]DA(α,∞), (3.2)

Conversely, let [[x]]DA(α,∞) <∞, and write

AetAx = AetA
1
t

∫ t

0
(x− esAx)ds+ etA

1
t
A

∫ t

0
esAxds.

It follows

‖t1−αAetAx‖ ≤ t1−αM1

t2

∫ t

0
sα
‖x− esAx‖

sα
ds+M0t

−α‖etAx− x‖, (3.3)

and the function s 7→ ‖x− esAx‖/sα is bounded, so that t 7→ t1−αAetAx is bounded, too,
and

‖t1−αAetAx‖L∞(0,1) = [x]DA(α,∞) ≤ (M1(α+ 1)−1 +M0)[[x]]DA(α,∞) (3.4)

We can conclude that the seminorms [ · ]DA(α,∞) and [[ · ]]DA(α,∞) are equivalent. �

From the semigroup law the next corollary follows, and it gives an answer to the first
question at the beginning of this section.

Corollary 3.1.3 Given x ∈ X, the function t 7→ etAx belongs to Cα([0, 1];X) if and only
if x belongs to DA(α,∞). In this case, t 7→ etAx belongs to Cα([0, T ];X) for every T > 0.

Proof. The proof follows from the equality

etAx− esAx = esA(e(t−s)Ax− x), 0 ≤ s < t,

recalling that ‖eξA‖L(X) is bounded by a constant independent of ξ if ξ runs in any bounded
interval. �

It is easily seen that the spaces DA(α,∞) are Banach spaces. Moreover, it can be
proved that they do not depend explicitly on the operator A, but only on its domain D(A)
and on the graph norm of A. More precisely, for every sectorial operator B : D(B)→ X
such thatD(B) = D(A), with equivalent graph norms, the equalityDA(α,∞) = DB(α,∞)
holds, with equivalent norms.

An important feature of spaces DA(α,∞) is that the part of A in DA(α,∞), defined
by 

D(Aα) = DA(α+ 1,∞) := {x ∈ D(A) : Ax ∈ DA(α,∞)},

Aα : DA(α+ 1,∞)→ DA(α,∞), Aαx = Ax,

is a sectorial operator.
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Proposition 3.1.4 For 0 < α < 1 the resolvent set of Aα contains ρ(A), R(λ,Aα) is the
restriction of R(λ,A) to DA(α,∞), and the inequality

‖R(λ,Aα)‖L(DA(α,∞)) ≤ ‖R(λ,A)‖L(X)

holds for every λ ∈ ρ(A). In particular, Aα is a sectorial operator in DA(α,∞).

Proof. Fix λ ∈ ρ(A) and x ∈ DA(α,∞). The resolvent equation λy − Ay = x has
a unique solution x ∈ D(A), and since D(A) ⊂ DA(α,∞) then Ay ∈ DA(α,∞) and
therefore y = R(λ,A)x ∈ DA(α+ 1,∞).

Moreover for 0 < t ≤ 1 the equality

‖t1−αAetAR(λ,A)x‖ = ‖R(λ,A)t1−αAetAx‖ ≤ ‖R(λ,A)‖L(X)‖t1−αAetAx‖

holds. Therefore,

[R(λ,A)x]DA(α,∞) ≤ ‖R(λ,A)‖L(X)[x]DA(α,∞),

and the claim is proved. �

From corollary 3.1.3 it follows that the function t 7→ U(t) := etAx belongs to Cα([0, 1];
D(A)) (and then to Cα([0, T ];D(A)) for all T > 0) if and only if x belongs to DA(α+1,∞).
Similarly, since d

dte
tAx = etAAx for x ∈ D(A), U belongs to C1+α([0, 1];X) (and then to

C1+α([0, T ];X) for all T > 0) if and only if x belongs to DA(α+ 1,∞).

Let us see an interpolation property of the spaces DA(α,∞).

Proposition 3.1.5 For every x ∈ D(A) we have

[x]DA(α,∞) ≤Mα
0 M

1−α
1 ‖Ax‖α‖x‖1−α.

Proof. For all t ∈ (0, 1) we have

‖t1−αAetAx‖ ≤


M0t

1−α‖Ax‖,

M1t
−α‖x‖.

It follows

‖t1−αAetAx‖ ≤ (M0t
1−α‖Ax‖)α(M1t

−α‖x‖)1−α = Mα
0 M

1−α
1 ‖Ax‖α‖x‖1−α.

�

Definition 3.1.6 Given three Banach spaces Z ⊂ Y ⊂ X (with continuous embeddings),
and given α ∈ (0, 1), we say that Y is of class Jα between X and Z if there is C > 0 such
that

‖y‖Y ≤ C‖y‖αZ‖y‖1−αX , ∀y ∈ Z.

From proposition 3.1.5 it follows that for all α ∈ (0, 1) the space DA(α,∞) is of class
Jα between X and the domain of A. Another example is already in chapter 2; estimate
(2.11) implies that H1(RN ) is in the class J1/2 between L2(RN ) and the domain of the
Laplacian, i.e. H2(RN ). Arguing similarly (see exercises 2.5.3) we obtain that W 1,p(RN )
is in the class J1/2 between Lp(RN ) and W 2,p(RN ) for each p ∈ [1,∞), and that C1

b (RN )
is in the class J1/2 between Cb(RN ) and the domain of the Laplacian in Cb(RN ).

Let us discuss in detail a fundamental example.
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Example 3.1.7 Let us consider X = Cb(RN ), and let A : D(A) 7→ X be the realization
of the Laplacian in X. For 0 < α < 1, α 6= 1/2, we have

DA(α,∞) = C2α(RN ), (3.5)

DA(α+ 1,∞) = C2α+2(RN ), (3.6)

with equivalence of the respective norms.

Proof. We prove the statement for α < 1/2.
Recall that the heat semigroup is given by (2.5), which we rewrite for convenience:

(T (t)f)(x) =
1

(4πt)N/2

∫
RN

e−
|x−y|2

4t f(y)dy, t > 0, x ∈ RN .

Differentiating we obtain

(DT (t)f)(x) = − 1
(4πt)N/2

∫
RN

x− y
2t

e−
|x−y|2

4t f(y)dy,

and hence
‖ |DT (t)f | ‖∞ ≤

c√
t
‖f‖∞

for some c > 0 (see exercise 2.5.3(8)).
Let us first prove the inclusion DA(α,∞) ⊃ C2α(RN ).
For f ∈ C2α(RN ) we denote by

[f ]2α = sup
x6=y

|f(x)− f(y)|
|x− y|2α

the Hölder seminorm of f , and we write

T (t)f(x)− f(x) =
1

(4π)N/2

∫
RN

e−
|y|2

4
[
f(x−

√
ty)− f(x)

]
dy,

hence
‖T (t)f − f‖∞ ≤

1
(4π)N/2

[f ]2αtα
∫
RN

e−
|y|2

4 |y|2αdy

and therefore [[f ]]DA(α,∞) ≤ c[f ]2α.
Conversely, let f ∈ DA(α,∞). Then, for every t > 0 we have

|f(x)− f(y)| ≤ |T (t)f(x)− f(x)|+ |T (t)f(x)− T (t)f(y)|+ |T (t)f(y)− f(y)|(3.7)
≤ 2[[f ]]DA(α,∞)t

α + ‖ |DT (t)f | ‖∞|x− y|. (3.8)

The estimate ‖ |DT (t)f | ‖∞ ≤ ct−1/2‖f‖∞, that we already know, is not sufficient for our
purpose. To get a better estimate we use the equality

T (n)f − T (t)f =
∫ n

t
AT (s)f ds, 0 < t < n,

that implies, for each i = 1, . . . , N ,

DiT (n)f −DiT (t)f =
∫ n

t
DiAT (s)f ds, 0 < t < n.

Using the estimate

‖DiAT (s)f‖∞ = ‖DiT (s/2)AT (s/2)f‖∞ ≤ ‖DiT (s/2)‖L(Cb(RN ))‖AT (s/2)f‖∞
≤ C

s3/2−α ‖f‖DA(α,∞)
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we see that we may let n→∞ to get

DiT (t)f = −
∫ ∞
t

DiAT (s)f ds, t > 0,

and

‖DiT (t)f‖∞ ≤
∫ ∞
t

C

s3/2−α ds‖f‖DA(α,∞) =
C

(1/2− α)t1/2−α
‖f‖DA(α,∞).

This estimate is what we need for (3.7) to yield 2α-Hölder continuity of f . For |x− y| ≤ 1
choose t = |x− y|2 to get

|f(x)− f(y)| ≤ 2[[f ]]DA(α,∞)|x− y|2α + c‖f‖∞|x− y|2α

≤ C‖f‖DA(α,∞)|x− y|2α.

If |x− y| ≥ 1 then |f(x)− f(y)| ≤ 2‖f‖∞ ≤ 2‖f‖DA(α,∞)|x− y|2α.

Let us prove (3.6). The embedding C2α+2(RN ) ⊂ DA(α + 1,∞) is an obvious con-
sequence of (3.5). To prove the other embedding we have to show that the functions in
DA(α+ 1,∞) have second order derivatives belonging to C2α(RN ).

Fix any λ > 0 and any f ∈ DA(α+ 1,∞). Then f = R(λ,A)g where g := λf −∆f ∈
DA(α,∞) = C2α(RN ), and

f(x) =
∫ ∞

0
e−λt(T (t)g)(x)dt, x ∈ RN .

We can differentiate twice with respect to x, because for each i, j = 1, . . . , N the functions
t 7→ ‖e−λtDiT (t)g‖∞ and t 7→ ‖e−λtDijT (t)g‖∞ are integrable in (0,∞). Indeed, arguing
as above we get ‖DiT (t)g‖∞ ≤ c2α[g]2α/t1/2−α for every i (see again exercise 2.5.3(8)), so
that

‖DijT (t)g‖∞ = ‖DjT (t/2)DiT (t/2)g‖∞ ≤
c

t/2
c2α

(t/2)1/2−α [g]2α =
C

t1−α
[g]2α. (3.9)

Therefore, the integral
∫∞

0 e−λtT (t)gdt is well defined as a C2
b (RN )- valued integral, and

f ∈ C2
b (RN ). We may go on estimating [DijT (t)g]2α, but we get [DijT (t)g]2α ≤ C[u]2α/t,

and therefore it is not obvious that the integral is well defined as a C2α-valued integral.
So, we have to follow another way. Since we already know that DA(α,∞) = C2α(RN ), it
is sufficient to prove that Dijf ∈ DA(α,∞), i.e. that

sup
0<ξ≤1

‖ξ1−αAT (ξ)Dijf‖∞ <∞, i, j = 1, . . . , n.

For 0 < ξ ≤ 1 it holds

‖ξ1−αAT (ξ)Dijf‖∞ =
∥∥∥∥∫ +∞

0
ξ1−αe−λtAT (ξ + t/2)DijT (t/2)g dt

∥∥∥∥
∞

≤
∫ +∞

0
ξ1−α M1C

(ξ + t/2)(t/2)1−αdt [g]2α =
∫ +∞

0

2M1C

(1 + s)s1−αds [g]2α,

(3.10)

where M1 = supt>0 ‖tAT (t)‖L(Cb(RN )), and C is the constant in formula (3.9). Therefore,
all the second order derivatives of f are in DA(α,∞) = C2α(RN ), their C2α norm is
bounded by C[g]2α ≤ C(λ[f ]2α + [∆f ]2α) ≤ max{λC,C}‖f‖DA(α+1,∞), and the statement
follows. �
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Remark 3.1.8 The case α = 1/2 is more delicate. In fact, the inclusion Lip(RN ) ⊂
DA(1/2,∞) follows as in the first part of the proof, but it is strict. Indeed, it is possible
to prove that

DA(1/2,∞) =
{
u ∈ Cb(RN ) : sup

x 6=y

|u(x) + u(y)− 2u((x+ y)/2)|
|x− y|

<∞
}
,

and this space is strictly larger than Lip(RN ) (see [18]).

Example 3.1.7 and corollary 3.1.3 imply that the solution u(t, x) = (T (t)u0)(x) of the
Cauchy problem for the heat equation in RN ,

ut(t, x) = ∆uxx(t, x), t > 0, x ∈ RN ,

u(0, x) = u0(x), x ∈ RN ,

is α-Hölder continuous with respect to t on [0, T ]×RN (with Hölder constant independent
of x) if and only if the initial datum u0 belongs to C2α(RN ). In this case, proposition
3.1.4 implies that ‖u(t, ·)‖DA(α,∞) ≤ C‖u0‖DA(α,∞) for 0 ≤ t ≤ T , so that u is 2α-Hölder
continuous with respect to x as well, with Hölder constant independent of t. We say that
u belongs to the parabolic Hölder space Cα,2α([0, T ]× RN ), for all T > 0.

Moreover, example 3.1.7 gives us an alternative proof of the classical Schauder Theorem
for the Laplacian (see e.g. [7, ch. 6]): if u ∈ C2

b (RN ) and ∆u ∈ Cθ(RN ) for some θ ∈ (0, 1),
then u ∈ C2+θ(RN ).

Proposition 3.1.4 implies that for every θ ∈ (0, 1) the operator

B : D(B) = D∆(θ/2 + 1,∞) = C2+θ(RN )→ D∆(θ/2,∞) = Cθ(RN ), Bu = ∆u

is sectorial in Cθ(RN ).

A characterization of the spaces DA(α,∞) for general second order elliptic operators
is similar to the above one, but the proof is less elementary since it relies on the deep
results of theorem 2.5.2 and on general interpolation techniques.

Theorem 3.1.9 Let α ∈ (0, 1), α 6= 1/2. The following statements hold.

(i) Let X = Cb(RN ), and let A be defined by (2.18). Then, DA(α,∞) = C2α(Rn), with
equivalence of the norms.

(ii) Let Ω be an open bounded set of RN with C2 boundary, let X = C(Ω), and let A be
defined by (2.19). Then,

DA(α,∞) = C2α
0 (Ω) = {f ∈ C2α(Ω) : f|∂Ω = 0},

with equivalence of the norms.

(iii) Let Ω be an open bounded set of RN with C2 boundary, let X = C(Ω), and let A be
defined by (2.20). Then DA(α,∞) = C2α(Ω) if 0 < α < 1/2,

DA(α,∞) = {f ∈ C2α(Ω) : Bf|∂Ω = 0}

if 1/2 < α < 1, with equivalence of the norms.

Exercises 3.1.10
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1. Show that if ω < 0 in definition (1.2.1) then DA(α,∞) = {x ∈ X : |x|α =
supt>0 ‖t1−αAetAx‖ < ∞}, and that x 7→ |x|α is an equivalent norm in DA(α,∞)
for each α ∈ (0, 1). What about ω = 0?

2. Show that DA(α,∞) is a Banach space.

3. Show that the closure of D(A) in DA(α,∞) is the subspace of all x ∈ X such that
limt→0 t

1−αAetAx = 0. This implies that, even if D(A) is dense in X, it is not
necessarily dense in DA(α,∞).

[Hint: to prove that etAx− x goes to zero in DA(α,∞) provided t1−αAetAx goes to
zero as t→ 0, use formula (1.16) and split the sup over (0, 1] in the definition of [ · ]α
into the sup over (0, ε] and over [ε, 1], ε small. ]

4. Prove that for every θ ∈ (0, 1) there is C = C(θ) > 0 such that

‖Diϕ‖∞ ≤ C(‖ϕ‖C2+θ(Rn))
(1−θ)/2(‖ϕ‖Cθ(Rn))

(1+θ)/2,

‖Dijϕ‖∞ ≤ C(‖ϕ‖C2+θ(Rn))
1−θ/2(‖ϕ‖Cθ(Rn))

θ/2,

for every ϕ ∈ C2+θ(RN ), i, j = 1, . . . , N .

[Hint: write ϕ = ϕ − T (t)ϕ + T (t)ϕ = −
∫ t

0 T (s)∆ϕds + T (t)ϕ, T (t) = heat semi-
group, and use the estimates ‖DiT (t)f‖∞ ≤ Ct−1/2+θ/2‖f‖Cθ , ‖DijT (t)f‖∞ ≤
Ct−1+θ/2‖f‖Cθ .]
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Non homogeneous problems

Let A : D(A) ⊂ X → X be a sectorial operator. In this chapter we study the nonhomo-
geneous Cauchy problem 

u′(t) = Au(t) + f(t), 0 < t ≤ T,

u(0) = x,
(4.1)

where f : [0, T ]→ X or f : [0,∞)→ X.

4.2 Strict, classical, and mild solutions

Definition 4.2.1 Let f : [0, T ] 7→ X be a continuous function, and let x ∈ X. Then:

(i) u ∈ C1([0, T ];X) ∩ C([0, T ];D(A)) is a strict solution of (4.1) in [0, T ] if u′(t) =
Au(t) + f(t) for every t ∈ [0, T ], and u(0) = x.

(ii) u ∈ C1((0, T ];X) ∩ C((0, T ];D(A)) ∩ C([0, T ];X) is a classical solution of (4.1) in
[0, T ] if u′(t) = Au(t) + f(t) for every t ∈ (0, T ], and u(0) = x.

If f : [0,∞)→ X, then u is a strict or classical solution of (4.1) if for every T > 0 it is a
strict or classical solution of (4.1) in [0, T ].

Let us see that if (4.1) has a classical (or a strict) solution, then it is given, as in the
case of a bounded A, by the variation of constants formula

u(t) = etAx+
∫ t

0
e(t−s)Af(s)ds, 0 ≤ t ≤ T. (4.2)

Whenever the integral in (4.2) does make sense, the function u defined by (4.2) is said to
be a mild solution of (4.1).

The mild solution satisfies a familiar equality, as the next lemma shows.

Proposition 4.2.2 Let f ∈ Cb((0, T ];X), and let x ∈ X. If u is defined by (4.2), then
for every t ∈ [0, T ] the integral

∫ t
0 u(s)ds belongs to D(A), and

u(t) = x+A

∫ t

0
u(s)ds+

∫ t

0
f(s)ds, 0 ≤ t ≤ T. (4.3)

43
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Proof. For every t ∈ [0, T ] we have∫ t

0
u(s)ds =

∫ t

0
esAxds+

∫ t

0
ds

∫ s

0
e(s−σ)Af(σ)dσ

=
∫ t

0
esAxds+

∫ t

0
dσ

∫ t

σ
e(s−σ)Af(σ)ds.

By proposition 1.2.6(ii), the integral
∫ t

0 u(s)ds belongs to D(A), and

A

∫ t

0
u(s)ds = etAx− x+

∫ t

0
(e(t−σ)A − 1)f(σ)dσ, 0 ≤ t ≤ T,

so that (4.3) holds. �

From definition 4.2.1 it is easily seen that if (4.1) has a strict solution, then

x ∈ D(A), Ax+ f(0) = u′(0) ∈ D(A), (4.4)

and if (4.1) has a classical solution, then

x ∈ D(A). (4.5)

Proposition 4.2.3 Let f ∈ C((0, T ], X) be such that t 7→ ‖f(t)‖ ∈ L1(0, T ), and let
x ∈ D(A) be given. If u is a classical solution of (4.1), then it is given by formula (4.2).

Proof. Let u be a classical solution, and fix t ∈ (0, T ]. Since u ∈ C1((0, T ];X) ∩
C((0, T ];D(A)) ∩ C([0, T ];X), the function

v(s) = e(t−s)Au(s), 0 ≤ s ≤ t,

belongs to C([0, t];X) ∩ C1((0, t), X), and

v(0) = etAx, v(t) = u(t),

v′(s) = −Ae(t−s)Au(s) + e(t−s)A(Au(s) + f(s)) = e(t−s)Af(s), 0 < s < t.

As a consequence, for 0 < 2ε < t we have

v(t− ε)− v(ε) =
∫ t−ε

ε
e(t−s)Af(s)ds,

so that letting ε→ 0 we get

v(t)− v(0) =
∫ t

0
e(t−s)Af(s)ds,

and the statement follows. �

Under the assumptions of proposition 4.2.3, the classical solution of (4.1) is unique. In
particular, for f ≡ 0 and x ∈ D(A), the function

t 7→ u(t) = etAx, t ≥ 0,

is the unique solution of the homogeneous problem (1.1). Of course, proposition 4.2.3
implies also uniqueness of the strict solution.

Therefore, existence of a classical or strict solution of (1.1) is reduced to the problem
of regularity of the mild solution. In general, even for x = 0 the continuity of f is not
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sufficient to guarantee that the mild solution is classical. Trying to show that u(t) ∈ D(A)
by estimating ‖Ae(t−s)Af(s)‖ is useless, because we have ‖Ae(t−s)Af(s)‖ ≤ C‖f‖∞(t−s)−1

and this is not sufficient to make the integral convergent. More sophisticated arguments,
such as in the proof of proposition 1.2.6(ii), do not work. We refer to exercise 4.2.12.1 for
a rigorous counterexample.

The continuity of f allows however to show that the mild solution is, at least, Hölder
continuous in all intervals [ε, T ] with ε > 0. For the proof we define

Mk = sup
0<t≤T+1

‖tkAketA‖, k = 0, 1, 2.

Proposition 4.2.4 Let f ∈ Cb((0, T );X). Then, for every α ∈ (0, 1), The function

v(t) = (etA ∗ f)(t) :=
∫ t

0
e(t−s)Af(s)ds, 0 ≤ t ≤ T,

belongs to Cα([0, T ];X), and there is C = C(α) such that

‖v‖Cα([0,T ];X) ≤ C sup
0<s<T

‖f(s)‖. (4.6)

Proof. For 0 ≤ t ≤ T we have

‖v(t)‖ ≤M0t sup
0≤s≤t

‖f(s)‖, (4.7)

whereas for 0 ≤ s ≤ t ≤ T we have

v(t)− v(s) =
∫ s

0

(
e(t−σ)A − e(s−σ)A

)
f(σ)dσ +

∫ t

s
e(t−σ)Af(σ)dσ

=
∫ s

0
dσ

∫ t−σ

s−σ
AeτAf(σ)dτ +

∫ t

s
e(t−σ)Af(σ)dσ,

which implies

‖v(t)− v(s)‖ ≤ M1

∫ s

0
dσ

∫ t−σ

s−σ

1
τ
dτ‖f‖∞ +M0(t− s)‖f‖∞

≤ M1

∫ s

0

1
(s− σ)α

∫ t−σ

s−σ

1
τ1−αdτ‖f‖∞ +M0(t− s)‖f‖∞

≤
(
M1T

1−α

α(1− α)
(t− s)α +M0(t− s)

)
‖f‖∞,

(4.8)

so that v is α-Hölder continuous. Estimate (4.6) immediately follows from (4.7) and (4.8).
�

The result of proposition 4.2.2 is used in the next lemma, where we give sufficient
conditions in order that a mild solution be classical or strict.

Lemma 4.2.5 Let f ∈ Cb((0, T ];X), let x ∈ D(A), and let u be the mild solution of (4.1).
The following conditions are equivalent.

(a) u ∈ C((0, T ];D(A)),

(b) u ∈ C1((0, T ];X),

(c) u is a classical solution of (4.1).

If in addition f ∈ C([0, T ];X), then the following conditions are equivalent.
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(a′) u ∈ C([0, T ];D(A)),

(b′) u ∈ C1([0, T ];X),

(c′) u is a strict solution of (4.1).

Proof — Of course, (c) is stronger than (a) and (b). Let us show that if either (a) or (b)
holds, then u is a classical solution. We already know that u belongs to C([0, T ];X) (see
also proposition 4.2.4), and that it satisfies (4.3). Therefore, for every t, h such that t,
t+ h ∈ (0, T ],

u(t+ h)− u(t)
h

=
1
h
A

∫ t+h

t
u(s)ds+

1
h

∫ t+h

t
f(s)ds. (4.9)

Since f is continuous at t, then

lim
h→0

1
h

∫ t+h

t
f(s)ds = f(t). (4.10)

Let (a) hold. Then Au is continuous at t, so that

lim
h→0

1
h
A

∫ t+h

t
u(s)ds = lim

h→0

1
h

∫ t+h

t
Au(s)ds = Au(t).

By (4.9) and (4.10) we get now that u is differentiable at the point t, with u′(t) = Au(t) +
f(t). Since both Au and f are continuous in (0, T ], then u′ too is continuous, and u is a
classical solution.

Let now (b) hold. Since u is continuous at t, then

lim
h→0

1
h

∫ t+h

t
u(s)ds = u(t).

On the other hand, by (4.9) and (4.10), there exists the limit

lim
h→0

A

(
1
h

∫ t+h

t
u(s)ds

)
= u′(t)− f(t).

Since A is a closed operator, then u(t) belongs to D(A), and Au(t) = u′(t) − f(t). Since
both u′ and f are continuous in (0, T ], then also Au is continuous in (0, T ], so that u is a
classical solution.

The equivalence of (a′), (b′), (c′) may be proved in the same way. �

In the following two theorems we prove that, under some regularity conditions on f
the mild solution is strict or classical. In the theorem below we assume time regularity
whereas in the next one we assume “space” regularity on f .

Theorem 4.2.6 Let 0 < α < 1, f ∈ Cα([0, T ], X), x ∈ X, an let u be the function defined
in (4.1). Then u belongs to Cα([ε, T ], D(A)) ∩ C1+α([ε, T ], X) for every ε ∈ (0, T ), and
the following statements hold:

(i) if x ∈ D(A), then u is a classical solution of (4.1);

(ii) if x ∈ D(A) and Ax+ f(0) ∈ D(A), then u is a strict solution of (4.1), and there is
C > 0 such that

‖u‖C1([0,T ],X) + ‖u‖C([0,T ],D(A)) ≤ C(‖f‖Cα([0,T ],X) + ‖x‖D(A)). (4.11)
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(iii) if x ∈ D(A) and Ax+ f(0) ∈ DA(α,∞), then u′ and Au belong to Cα([0, T ], X), u′

belongs to B([0, T ];DA(α,∞)), and there is C such that

‖u‖C1+α(X) + ‖Au‖Cα(X) + ‖u′‖B(DA(α,∞))

≤ C(‖f‖Cα(X) + ‖x‖D(A) + ‖Ax+ f(0)‖DA(α,∞)).
(4.12)

Proof. We are going to show that if x ∈ D(A) then u ∈ C((0, T ];D(A)), and that if
x ∈ D(A) and Ax + f(0) ∈ D(A) then u ∈ C([0, T ];D(A)). In both cases statements (i)
and (ii) will follow from lemma 4.2.5.

Set 
u1(t) =

∫ t

0
e(t−s)A(f(s)− f(t))ds, 0 ≤ t ≤ T,

u2(t) = etAx+
∫ t

0
e(t−s)Af(t)ds, 0 ≤ t ≤ T.

(4.13)

so that u = u1+u2. Notice that both u1(t) and u2(t) belong to D(A) for t > 0. Concerning
u1(t), the estimate

‖Ae(t−s)A(f(s)− f(t))‖ ≤ M1

t− s
(t− s)α[f ]Cα

implies that the function e(t−s)A(f(s) − f(t)) is integrable with values in D(A), whence
u1(t) ∈ D(A) for every t ∈ (0, T ] (the same holds, of course, for t = 0 as well). Concerning
u2(t), we know that etAx belongs to D(A) for t > 0, and that

∫ t
0 e

(t−s)Af(t)ds belongs to
D(A) by Proposition 1.2.6(ii). Moreover, we have

(i) Au1(t) =
∫ t

0
Ae(t−s)A(f(s)− f(t))ds, 0 ≤ t ≤ T,

(ii) Au2(t) = AetAx+ (etA − 1)f(t), 0 < t ≤ T.

(4.14)

If x ∈ D(A), then equality (4.14)(ii) holds for t = 0, too. Let us show that Au1 is Hölder
continuous in [0, T ]. For 0 ≤ s ≤ t ≤ T we have

Au1(t)−Au1(s) =∫ s

0

(
Ae(t−σ)A(f(σ)− f(t))−Ae(s−σ)A(f(σ)− f(s))

)
dσ +

∫ t

s
Ae(t−σ)A(f(σ)− f(t))dσ

=
∫ s

0

(
Ae(t−σ)A −Ae(s−σ)A

)
(f(σ)− f(s))dσ +

∫ s

0
Ae(t−σ)A(f(s)− f(t))dσ

=
∫ s

0

∫ t−σ

s−σ
A2eτAdτ(f(σ)− f(s))dσ

+(etA − e(t−s)A)(f(s)− f(t)) +
∫ t

s
Ae(t−σ)A(f(σ)− f(t))dσ,

(4.15)
so that

‖Au1(t)−Au1(s)‖ ≤M2

∫ s

0
(s− σ)α

∫ t−σ

s−σ
τ−2dτ dσ [f ]Cα

+2M0(t− s)α[f ]Cα +M1

∫ t

s
(t− σ)α−1dσ [f ]Cα

≤M2

∫ s

0
dσ

∫ t−σ

s−σ
τα−2dτ [f ]Cα + (2M0 +M1α

−1)(t− s)α[f ]Cα (4.16)

≤
(

M2

α(1− α)
+ 2M0 +

M1

α

)
(t− s)α[f ]Cα .
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Then, Au1 is α-Hölder continuous in [0, T ]. Moreover, it is easily checked that Au2 is α-
Hölder continuous in [ε, T ] for every ε ∈ (0, T ), and therefore Au ∈ Cα([ε, T ];X). Since u ∈
Cα([ε, T ];X) (because t 7→ etAx ∈ C∞((0, T ];X) and t 7→

∫ t
0 e

(t−s)Af(s)ds ∈ Cα([0, T ];X)
by Proposition 4.2.4), it follows that u ∈ Cα([ε, T ];D(A)), and u ∈ C((0, T ];D(A)) follows
from the arbitrariness of ε.

Concerning the behaviour as t → 0, if x ∈ D(A), then t 7→ etAx ∈ C([0, T ], X) and
then u ∈ C([0, T ], X), see proposition 4.2.4.

If x ∈ D(A), we may write Au2(t) in the form

Au2(t) = etA(Ax+ f(0)) + etA(f(t)− f(0))− f(t), 0 ≤ t ≤ T. (4.17)

If Ax+ f(0) ∈ D(A), then limt→0Au2(t) = Ax, hence Au2 is continuous at t = 0, and
u = u1 + u2 belongs to C([0, T ];D(A)).

If Ax + f(0) ∈ DA(α,∞), we already know that t 7→ etA(Ax + f(0)) ∈ Cα([0, T ], X),
with Cα norm estimated by const. ‖Ax + f(0)‖DA(α,∞). Moreover f ∈ Cα([0, T ], X) by
assumption, so we have to show only that t 7→ etA(f(t)− f(0)) is α-Hölder continuous.

For 0 ≤ s ≤ t ≤ T we have

‖etA(f(t)− f(0))− esA(f(s)− f(0))‖ ≤ ‖(etA − esA)(f(s)− f(0))‖+ ‖etA(f(t)− f(s))‖

≤ sα‖A
∫ t

s
eσAdσ‖L(X)[f ]Cα +M0(t− s)α[f ]Cα

≤
(
M1

α
+M0

)
(t− s)α[f ]Cα ,

(4.18)
so that Au2 is Hölder continuous as well, and the estimate

‖u‖C1+α([0,T ];X) + ‖Au‖Cα([0,T ];X) ≤ c(‖f‖Cα([0,T ],X) + ‖x‖D(A) + ‖Ax+ f(0)‖DA(α,∞))

easily follows.
Let us now estimate [u′(t)]DA(α,∞). For 0 ≤ t ≤ T we have

u′(t) =
∫ t

0
Ae(t−s)A(f(s)− f(t))ds+ etA(Ax+ f(0)) + etA(f(t)− f(0)),

so that for 0 < ξ ≤ 1 we deduce

‖ξ1−αAeξAu′(t)‖ ≤
∥∥∥∥ξ1−α

∫ t

0
A2e(t+ξ−s)A(f(s)− f(t))ds

∥∥∥∥
+‖ξ1−αAe(t+ξ)A(Ax+ f(0))‖+ ‖ξ1−αAe(t+ξ)A(f(t)− f(0))‖

≤ M2ξ
1−α

∫ t

0
(t− s)α(t+ ξ − s)−2ds [f ]Cα (4.19)

+M0[Ax+ f(0)]DA(α,∞) +M1ξ
1−α(t+ ξ)−1tα [f ]Cα

≤ M2

∫ ∞
0

σα(σ + 1)−2dσ[f ]Cα +M0[Ax+ f(0)]DA(α,∞) +M1[f ]Cα

Then, [u′(t)]DA(α,∞) is bounded in [0, T ], and the proof is complete. �

Remark 4.2.7 From the proof of theorem 4.2.6 it follows that the condition Ax+ f(0) ∈
DA(α,∞) is necessary for Au ∈ Cα([0, T ];X). Once this condition is satisfied, it is
preserved through the whole interval [0, T ], in the sense that Au(t) + f(t) = u′(t) belongs
to DA(α,∞) for each t ∈ [0, T ].

In the proof of the next theorem we use the constants

Mk,α := sup
0<t≤T+1

‖tk−αAketA‖L(DA(α,∞),X) <∞, k = 1, 2. (4.20)
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Theorem 4.2.8 Let 0 < α < 1, and let f ∈ C([0, T ];X) ∩ B([0, T ];DA(α,∞)). Then,
the function

v(t) = (etA ? f)(t) =
∫ t

0
e(t−s)Af(s)ds, 0 ≤ t ≤ T,

belongs to C([0, T ];D(A)) ∩ C1([0, T ];X), and it is the strict solution of

v′(t) = Av(t) + f(t), 0 < t ≤ T, v(0) = 0. (4.21)

Moreover, v′ and Av belong to B([0, T ];DA(α,∞)), Av belongs to Cα([0, T ]; X), and there
is C such that

‖v′‖B(DA(α,∞)) + ‖Av‖B(DA(α,∞)) + ‖Av‖Cα(X) ≤ C‖f‖B(DA(α,∞)). (4.22)

Proof. Let us prove that v is a strict solution of (4.21), and that (4.22) holds. For
0 ≤ t ≤ T , v(t) belongs to D(A), and

‖Av(t)‖ ≤M1,α

∫ t

0
(t− s)α−1ds‖f‖B(DA(α,∞)) =

TαM1,α

α
‖f‖B(DA(α,∞)). (4.23)

Moreover, for 0 < ξ ≤ 1 we have

‖ξ1−αAeξAAv(t)‖ = ξ1−α
∥∥∥∥∫ t

0
A2e(t+ξ−s)Af(s)ds

∥∥∥∥
≤M2,αξ

1−α
∫ t

0
(t+ ξ − s)α−2ds‖f‖B(DA(α,∞)) ≤

M2,α

1− α
‖f‖B(DA(α,∞)),

(4.24)

so that Av is bounded with values in DA(α,∞). Let us prove that Av is Hölder continuous
with values in X: for 0 ≤ s ≤ t ≤ T we have

‖Av(t)−Av(s)‖ ≤
∥∥∥∥A∫ s

0

(
e(t−σ)A − e(s−σ)A

)
f(σ)dσ

∥∥∥∥+
∥∥∥∥A∫ t

s
e(t−σ)Af(σ)dσ

∥∥∥∥
≤ M2,α

∫ s

0
dσ

∫ t−σ

s−σ
τα−2dτ‖f‖B(DA(α,∞)) (4.25)

+M1,α

∫ t

s
(t− σ)α−1dσ‖f‖B(DA(α,∞))

≤
(

M2,α

α(1− α)
+
M1,α

α

)
(t− s)α‖f‖B(DA(α,∞)),

hence Av is α-Hölder continuous in [0, T ]. Estimate (4.22) follows from (4.23), (4.24),
(4.25).

The differentiability of v and the equality v′(t) = Av(t) + f(t) follow from Lemma
4.2.5. �

Corollary 4.2.9 Let 0 < α < 1, x ∈ X, f ∈ C([0, T ];X) ∩ B([0, T ];DA(α,∞)) be
given, and let u be given by (4.2). Then, u ∈ C1((0, T ];X) ∩ C((0, T ];D(A)), and u ∈
B([ε, T ];DA(α+ 1,∞)) for every ε ∈ (0, T ). Moreover, the following statements hold:

(i) If x ∈ D(A), then u is the classical solution of (4.1);

(ii) If x ∈ D(A), Ax ∈ D(A), then u is the strict solution of (4.1);

(iii) If x ∈ DA(α + 1,∞), then u′ and Au belong to B([0, T ];DA(α,∞)) ∩ C([0, T ];X),
Au belongs to Cα([0, T ];X), and there is C such that

‖u′‖B(DA(α,∞)) + ‖Au‖B(DA(α,∞)) + ‖Au‖Cα([0,T ];X)

≤ C(‖f‖B(DA(α,∞)) + ‖x‖DA(α,∞)).
(4.26)
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Proof. Let us write u(t) = etAx+ (etA ? f)(t). If x ∈ D(A), the function t 7→ etAx is the
classical solution of w′ = Aw, t > 0, w(0) = x. If x ∈ D(A) and Ax ∈ D(A) it is in
fact a strict solution; if x ∈ DA(α+ 1,∞) then it is a strict solution and it belongs also to
C1([0, T ];X) ∩B([0, T ];DA(α+ 1,∞)). The claim then follows from theorem 4.2.8. �

We recall that for 0 < θ < 1 the parabolic Hölder space Cθ/2,θ([0, T ]×RN ) is the space
of the continuous functions f such that

‖f‖Cθ/2,θ([0,T ]×RN ) := ‖f‖∞ + sup
x∈R

[f(·, x)]Cθ/2([0,T ]) + sup
t∈[0,T ]

[f(t, ·)]Cθ(R) <∞,

and C1+θ/2,2+θ([0, T ] × RN ) is the space of the functions u such that ut, and Diju exist
for all i, j = 1, . . . N and belong to Cθ/2,θ([0, T ]× R). The norm is

‖u‖C1+θ/2,2+θ([0,T ]×RN ) := ‖u‖∞ +
N∑
i=1

‖Diu‖∞

+‖ut‖Cθ/2,θ([0,T ]×RN ) +
N∑

i,j=1

‖Diju‖Cθ/2,θ([0,T ]×RN ).

Note that f ∈ Cθ/2,θ([0, T ]×RN ) if and only if t 7→ f(t, ·) belongs to Cθ/2([0, T ];Cb(RN ))
∩ B([0, T ];Cθ(RN )).

Corollary 4.2.10 (Ladyzhenskaja – Solonnikov – Ural’ceva) Let 0 < θ < 1, T > 0 and
let u0 ∈ C2+θ(RN ), f ∈ Cθ/2,θ([0, T ]× RN ). Then the initial value problem

ut(t, x) = uxx(t, x) + f(t, x), 0 < t ≤ T, x ∈ RN ,

u(0, x) = u0(x), x ∈ RN ,
(4.27)

has a unique solution u ∈ C1+θ/2,2+θ([0, T ]× RN ), and there is C > 0, independent of u0

and f , such that

‖u‖C1+θ/2,2+θ([0,T ]×RN ) ≤ C(‖u0‖C2+θ(RN ) + ‖f‖Cθ/2,θ([0,T ]×RN )).

Proof. Set X = Cb(RN ), A : D(A) 7→ X, Aϕ = ∆ϕ, T (t) = heat semigroup. The
function t 7→ f(t, ·) belongs to Cθ/2([0, T ];X) ∩ B([0, T ];DA(θ/2,∞)), thanks to the
characterization of example 3.1.7. The initial datum u0 is in D(A), and both Au0, f(0, ·)
are in DA(θ/2,∞). Then we may apply both theorems 4.2.6 and 4.2.8 with α = θ/2. They
imply that the function u given by the variation of constants formula (4.2) is the unique
strict solution to problem (4.1), with initial datum u0 and with f(t) = f(t, ·). Therefore,
the function

u(t, x) := u(t)(x) = (T (t)u0)(x) +
∫ t

0
(T (t− s)f(s, ·)(x)ds,

is the unique bounded solution to (4.27) with bounded ut. Moreover, theorem 4.2.6 implies
that u′ ∈ Cθ/2([0, T ];Cb(RN )) ∩ B([0, T ];Cθ(RN )), so that ut ∈ Cθ/2,θ([0, T ]× RN ), with
norm bounded by C(‖u0‖C2+θ(Rn) + ‖f‖Cθ/2,θ([0,T ]×RN )) for some C > 0. Theorem 4.2.8
implies that u is bounded with values in DA(θ/2 + 1,∞), so that u(t, ·) ∈ C2+θ(RN ) for
each t, and sup0≤t≤T ‖u(t, ·)‖C2+θ(RN ) ≤ C(‖u0‖C2+θ(Rn) + ‖f‖Cθ/2,θ([0,T ]×RN )) for some
C > 0.

To finish the proof it remains to show that each second order space derivative Diju is
θ/2-Hölder continuous with respect to t. To this aim we use the interpolatory inequality

‖Dijϕ‖∞ ≤ C(‖ϕ‖C2+θ(Rn))
1−θ/2(‖ϕ‖Cθ(Rn))

θ/2,
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that holds for every ϕ ∈ C2+θ(RN ), i, j = 1, . . . , N . See exercises 3.1.10. Applying it to
the function ϕ = u(t, ·)− u(s, ·) we get

‖Diju(t, ·)−Diju(s, ·)‖∞ ≤ C(‖u(t, ·)− u(s, ·)‖C2+θ(Rn))1−θ/2(‖u(t, ·)− u(s, ·)‖Cθ(Rn))θ/2

≤ C(2 sup0≤t≤T ‖u(t, ·)‖C2+θ(Rn))1−θ/2(|t− s| sup0≤t≤T ‖ut(t, ·)‖Cθ(Rn))θ/2

≤ C ′|t− s|θ/2(‖u0‖C2+θ(Rn) + ‖f‖Cθ/2,θ([0,T ]×RN )),

and the statement follows. �

Remark 4.2.11 If we have a Cauchy problem in an interval [a, b] 6= [0, T ],
v′(t) = Au(t) + g(t), a < t ≤ b,

v(a) = y,
(4.28)

we obtain results similar to the case [a, b] = [0, T ], by the changement of time variable
τ = T (t − a)/(b − a). The details are left as (easy) exercises. We just write down the
variation of constants formula for v,

v(t) = e(t−a)Ay +
∫ t

a
e(t−s)Ag(s)ds, a ≤ t ≤ b.

Exercises 4.2.12

1. Let ϕ : (0, T )× RN 7→ R, u0 : RN 7→ R be continuous and bounded, and let T (t) be
the heat semigroup. Show that the function

u(t, x) = (T (t)u0)(x) +
∫ t

0
(T (t− s)ϕ(s, ·))(x)ds

belongs to C([0, T ]× RN ;R).

2. Use estimates (4.20) and the technique of proposition 4.2.4 to prove that for each
f ∈ Cb((0, T );X), the function v = (etA ∗ f) belongs to C1−α([0, T ];DA(α,∞)) for
every α ∈ (0, 1), with norm bounded by C(α) sup0<t<T ‖f(t)‖.

3. Let A : D(A) 7→ X be a sectorial operator, and let 0 < α < 1, a < b ∈ R. Prove
that if a function u belongs to C1+α([a, b];X) ∩ Cα([a, b];D(A)) then u′ is bounded
in [a, b] with values in DA(α,∞).

[Hint: set u0 = u(a), f(t) = u′(t)−Au(t), and use theorem Th:4.2.3(iii)].

4. Consider the sectorial operators Ap in the sequence spaces `p, 1 ≤ p <∞ given by

D(Ap) = {(xn) ∈ `p : (nxn) ∈ `p}, Ap(xn) = −(nxn) for (xn) ∈ D(Ap)

and assume that for every f ∈ C([0, T ]; `p) the mild solution v of 1.1 corresponding
to the initial value x = 0 is a strict solution.

(i) Use the closed graph theorem to show that the linear operator

f 7→ S(t)f =
∫ t

0
T (t− s)f(s)ds : C([0, 1]; `p)→ C([0, 1];D(Ap))

is bounded.
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(ii) Let (en) be the canonical basis of `p and consider a nonzero continuous function
g : [0,∞) → [0, 1] with support contained in [1/2, 1]. Let fn(t) = g(2n(1 −
t))e2n ; then fn ∈ C([0, 1]; `p), ‖fn‖∞ ≤ 1. Moreover, setting hN = f1 + · · · +
fN , we have also hN ∈ C([0, 1]; `p), ‖hN‖∞ ≤ 1, since the functions fn have
disjoint supports. Show that S(1)fn = c2−ne2n where c =

∫∞
0 e−sg(s)ds, hence

‖S(1)hN‖D(Ap) ≥ cN1/p. This implies that S(1) is unbounded, contradicting
(i).

(iii) What happens for p =∞?



Chapter 5

Asymptotic behavior in linear
problems

5.1 Behavior of etA

One of the most useful properties of the analytic semigroups is the so called spectrum
determining condition: roughly speaking, the asymptotic behavior (as t → +∞) of etA,
and, more generally, of AnetA, is determined by the spectral properties of A.

Define the spectral bound of any sectorial operator A by

s(A) = sup{Reλ : λ ∈ σ(A)} (5.1)

Clearly s(A) ≤ ω, where ω is the number in definition 1.2.1.

Proposition 5.1.1 For every n ∈ N ∪ {0} and ε > 0 there exist Mn,ε > 0 such that

‖tnAnetA‖L(X) ≤Mn,εe
(ωA+ε)t, t > 0. (5.2)

Proof. For 0 < t ≤ 1, estimates (5.2) are an easy consequence of (1.14). If t ≥ 1
and ωA + ε ≥ ω, (5.2) is still a consequence of (1.14). Let us consider the case in which
t ≥ 1 and s(A) + ε < ω. Since ρ(A) ⊃ Sθ,ω ∪ {λ ∈ C : Reλ > s(A)}, setting a =
(ω − s(A)− ε)| cos θ|−1, b = (ω − s(A)− ε)| tan θ|, the path

Γε = {λ ∈ C : λ = ξe−iθ + ω, ξ ≥ a} ∪ {λ ∈ C : λ = ξeiθ + ω, ξ ≥ a}

∪ {λ ∈ C : Re λ = ωA + ε, |Im λ| ≤ b}

is contained in ρ(A), and ‖R(λ,A)‖L(X) ≤Mε|λ− s(A)|−1 on Γε, for some Mε > 0. Since
for every t the function λ→ eλtR(λ,A) is holomorphic in ρ(A), the path ω + γr,η may be
replaced by Γε, obtaining for each t ≥ 1,

‖etA‖ =
∥∥∥∥ 1

2πi

∫
Γε

etλR(λ,A)dλ
∥∥∥∥ ≤ Mε

π

∫ +∞

a

e(ω+ξ cos θ)t

|ξeiθ + ω − s(A)|
dξ

+
Mε

2π

∫ b

−b

e(s(A)+ε)t

|iy + ε|
dy ≤ Mε

π

(
1

b| cos θ|
+
b

ε

)
e(s(A)+ε)t.

53
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Estimate (5.2) follows from n = 0. Arguing in the same way, for t ≥ 1 we get

‖AetA‖ =
∥∥∥∥ 1

2πi

∫
Γε

etλλR(λ,A)dλ
∥∥∥∥

≤ Mε

2π
sup
λ∈Γε

|λ(λ− s(A))|−1

(
2
∫ +∞

a
e(ω+ξ cos θ)tdξ +

∫ b

−b
e(ωA+ε)tdy

)

≤ Mε

π
(| cos θ|−1 + b)e(ωA+ε)t ≤ M̃εe

(ωA+2ε)tt−1.

Since ε is arbitrary, (5.2) follows also for n = 1.
From the equality AnetA = (Ae

t
n
A)n we get, for n ≥ 2,

‖AnetA‖L(X) ≤ (M1,εnt
−1e

t
n

(s(A)+ε))n ≤ (M1,εe)nn! t−ne(s(A)+ε)t,

and (5.2) is proved. �

We remark that in the case s(A) = ω = 0, estimates (1.14) are better than (5.2) for t
large.

We consider now the problem of the boundedness of the function t 7→ etAx for t in
[0,+∞). From proposition 5.1.1 it follows that if s(A) < 0, then such a function is bounded
for every x ∈ X. In the case in which s(A) ≥ 0, we investigate whether it is possible to
characterize the elements x such that etAx is bounded in [0,+∞). We shall see that this
is possible in the case where the spectrum of A does not intersect the imaginary axis.

5.2 Behavior of etA for a hyperbolic A

Let us assume that
σ(A) ∩ iR = ∅. (5.3)

In this case A is said to be hyperbolic. Set σ(A) = σ− ∪ σ+, where

σ− = σ(A) ∩ {λ ∈ C : Reλ < 0}, σ+ = σ(A) ∩ {λ ∈ C : Reλ > 0}. (5.4)

Since σ−, σ+ are closed we have

−ω− = sup{Re λ : λ ∈ σ−} < 0, ω+ = inf{Re λ : λ ∈ σ+} > 0. (5.5)

σ− and σ+ may be also void: in this case we set ω− = +∞, ω+ = +∞. Let P be the
operator defined by

P =
1

2πi

∫
γ+

R(λ,A)dλ, (5.6)

where γ+ is a closed regular curve contained in ρ(A), surrounding σ+, oriented counter-
clockwise, with index 1 with respect to each point of σ+, and with index 0 with respect
to each point of σ−. P is called spectral projection relevant to σ+.

Proposition 5.2.1 The following statements hold.

(i) P is a projection, that is P 2 = P . Moreover P ∈ L(X,D(An)) for every n ∈ N.

(ii) For each t ≥ 0 we have

etAP = PetA =
1

2πi

∫
γ+

eλtR(λ,A)dλ.

Consequently, etA(P (X)) ⊂ P (X), etA((I − P )(X)) ⊂ (I − P )(X).
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(iii) Setting

etAx =
1

2πi

∫
γ+

eλtR(λ,A)xdλ, x ∈ P (X), t < 0,

we have
etAesAx = e(t+s)Ax, ∀x ∈ P (X), t, s ∈ R,

etAx ∈ D(An) ∀x ∈ P (X), n ∈ N,

dn

dtn
etAx = AnetAx, t ∈ R, x ∈ P (X).

(iv) For every ω ∈ [0, ω+) there exists Nω > 0 such that for every x ∈ P (X) we have

‖etAx‖+ ‖AetAx‖+ ‖A2etAx‖ ≤ Nωe
ωt‖x‖, t ≤ 0.

(v) For each ω ∈ [0, ω−) there exists Mω > 0 such that for every x ∈ (I − P )(X) we
have

‖etAx‖+ ‖tAetAx‖+ ‖t2A2etAx‖ ≤Mωe
−ωt‖x‖, t ≥ 0.

Proof. (i) Let γ+, γ′+ be regular curves contained in ρ(A) surrounding σ+, with index 1
with respect to each point of σ+, and such that γ+ is contained in the bounded connected
component of C \ γ′+. Then we have

P 2 =
(

1
2πi

)2 ∫
γ′+

R(ξ,A)dξ
∫
γ+

R(λ,A)dλ

=
(

1
2πi

)2 ∫
γ′+×γ+

[R(λ,A)−R(ξ,A)](ξ − λ)−1dξdλ

=
(

1
2πi

)2 ∫
γ+

R(λ,A)dλ
∫
γ′+

(ξ − λ)−1dξ

−
(

1
2πi

)2 ∫
γ′+

R(ξ,A)dξ
∫
γ+

(ξ − λ)−1dλ

= P.

The proof of (ii) is similar and it is left as an exercise.
(iii) Since the path γ+ is bounded and the function under integral is continuous with

values in D(A), the integral defining etAx, for t ≤ 0 and x ∈ P (X), has values in D(A).
Moreover we have

AetAx =
1

2πi

∫
γ+

eλt(λR(λ,A)x− x)dλ =
1

2πi

∫
γ+

eλtλR(λ,A)xdλ,

d

dt
etAx =

1
2πi

∫
γ+

λeλtR(λ,A)xdλ = AetAx.

One shows by recurrence that etAx ∈ D(An) for every n, and that

dn

dtn
etAx =

1
2πi

∫
γ+

λneλtR(λ,A)xdλ.
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(iv) Since ω ∈ [0, ω+), we choose γ+ such that infλ∈γ+ Reλ = ω. Then we have

‖AnetAx‖ ≤ 1
2π

∣∣∣∣∫
γ+

|λ|n|eλt| ‖R(λ,A)‖ ‖x‖dλ
∣∣∣∣

≤ cn supλ∈γ+
|eλt| ‖x‖ = cne

ωt‖x‖.

(v) We have

etA(I − P ) =
1

2π

(∫
γr,η

−
∫
γ+

)
eλtR(λ,A)dλ =

∫
γ−

eλtR(λ,A)dλ,

with γ− = {λ ∈ C : λ = −ω + re±iθ, r ≥ 0}, oriented as usual, θ > π/2 suitable. The
estimates may be obtained as in the proof of theorem 1.2.3(iii) and of proposition 5.1.1,
and they are left as an exercise. �

Corollary 5.2.2 For x ∈ X we have

sup
t≥0
‖etAx‖ <∞⇐⇒ Px = 0.

Proof — Write every x ∈ X as x = Px+ (I − P )x, so that etAx = etAPx+ etA(I − P )x.
The norm of the second addendum decays exponentially to 0 as t → +∞. The norm
of the first one is unbounded if Px 6= 0. Indeed, Px = e−tAetAPx, so that ‖Px‖ ≤
‖e−tA‖L(P (X))‖etAPx‖ ≤ Nωe

−ωt‖etAPx‖ with ω > 0, which implies that ‖etAPx‖ ≥
eωt‖Px‖/Nω. Therefore t 7→ etAx is bounded in R+ if and only if Px = 0. �

Example 5.2.3 Let us consider again examples 2.1.1 and 2.1.2, choosing as X a space of
continuous functions.

In the case of example 2.1.1, we have X = Cb(R), A : D(A) = C2
b (R) 7→ X, Au = u′′,

ρ(A) = C \ (−∞, 0], ‖λR(λ,A)‖ ≤ (cos θ/2)−1, with θ = arg λ. In this case ω = s(A) = 0,
and estimates (5.2) are worse than (1.14) for large t. It is convenient to use (1.14), which
give

‖etA‖ ≤M0, ‖tkAketA‖ ≤Mk, k ∈ N, t > 0.

Therefore for every initial datum u0, etAu0 is bounded, and the k-th derivative with respect
to time, the 2k-th derivative with respect to x decay as t→∞ at least like t−k, in the sup
norm.

Let us consider now the problem
ut(t, x) = uxx(t, x) + αu(t, x), t > 0, 0 ≤ x ≤ π,

u(0, x) = u0(x), 0 ≤ x ≤ π,

u(t, 0) = u(t, π) = 0, t ≥ 0,

(5.7)

with α ∈ R. Choose X = C([0, π]), A : D(A) = {f ∈ C2([0, π]) : f(0) = f(π) = 0} 7→ X,
Au = u′′ + αu. Then the spectrum of A consists of the sequence of eigenvalues

λn = −n2 + α, n ∈ N.

In particular, if α < 1 the spectrum is contained in the halfplane {λ ∈ C : Reλ < 0},
and by proposition 5.1.1 the solution u(t, ·) = etAu0 of (5.7) and all its derivatives decay
exponentially as t→ +∞, for any initial datum u0.
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If α = 1, assumption (1.9) holds with ω = 0. This is not immediate; one has to study
the explicit expression of R(λ,A) (which coincides with R(λ− 1, B) where B : D(A) 7→ x,
Bf = f ′′) near λ = 0, see example 2.1.2). We use then theorem 1.2.3(iii), which implies
that for every initial datum u0 the solution is bounded.

If α > 1, there are elements of the spectrum of A with positive real part. In the case
where α 6= n2 for every n ∈ N (say n2 < α < (n + 1)2) assumption (5.3) is satisfied.
By corollary 5.2.2, the initial data u0 such that the solution is bounded are those which
satisfy Pu0 = 0. The projection P may be written as

P =
n∑
k=1

Pk,

where Pk = 1
2πi

∫
C(λk,ε)

R(λ,A)dλ, and the numbers λk = −k2 + α, k = 1, . . . , n, are the
eigenvalues of A with positive real part.

It is possible to show that

(Pkf)(x) =
2
π

∫ π

0
sin ky f(y)dy sin kx, x ∈ [0, π]. (5.8)

Consequently, the solution if (5.7) is bounded in [0,+∞) if and only if∫ π

0
sin ky u0(y)dy = 0, k = 1, . . . , n.

Exercises 5.2.4

1. Let α, β ∈ R, and let A be the realization of the second order derivative in C([0, 1]),
with domain {f ∈ C2([0, 1]) : αf(i) + βf ′(i) = 0, i = 0, 1}. Find s(A).

2. Let A satisfy (5.3), and let T > 0, f : [−T, 0] 7→ P (X) be a continuous function, let
x ∈ P (X). Prove that the backward problem

u′(t) = Au(t) + f(t), −T ≤ t ≤ 0

u(0) = x,

has a unique strict solution in the interval [0, T ] with values in P (X), given by the
variation of constants formula

u(t) = etAx+
∫ t

0
e(t−s)Af(s)ds, −T ≤ t ≤ 0.

3. Let A be a sectorial operator such that σ(A) = σ1 ∪ σ2, where σ1 is compact, σ2 is
closed, and σ1 ∩ σ2 = ∅. Define P by

P =
1

2πi

∫
γ
R(λ,A)dλ,

where γ is any regular closed curve in ρ(A), around σ1, with index 1 with respect to
each point in σ1 and with index 0 with respect to each point in σ2.

Prove that the part A1 of A in P (X) is a bounded operator, and that the group
generated by A1 may be expressed as

etA1 =
1

2πi

∫
γ
eλtR(λ,A)dλ.
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5.3 Bounded solutions in unbounded intervals

5.3.1 Bounded solutions in [0,+∞)

In this section we consider the problem
u′(t) = Au(t) + f(t), t > 0,

u(0) = u0,
(5.9)

where f : [0,+∞) 7→ X is a continuous function and x ∈ D(A). We assume throughout
that A is hyperbolic, i.e. (5.3) holds, and we define σ−(A), σ+(A) and −ω−, ω+ as in
section 5.2.

Let P be the projection defined by (5.6). Fix once and for all a positive number ω
such that

−ω− < −ω < ω < ω+,

and let Mω, Nω the constants given by proposition 5.2.1(iv)(v).
Given f ∈ Cb([0,+∞);X), u0 ∈ X, we set

u1(t) = etA(I − P )u0 +
∫ t

0
e(t−s)A(I − P )f(s)ds, t ≥ 0,

u2(t) = −
∫ +∞

t
e(t−s)APf(s)ds, t ≥ 0.

Lemma 5.3.1 The following statements hold.

(i) For every f ∈ Cb([0,+∞);X) and u0 ∈ D(A) the function u1 is in Cb([0,+∞);X),
and

‖u1‖∞ ≤ C1(‖u0‖+ ‖f‖∞). (5.10)

If in addition f ∈ Cα([0,+∞);X), u0 ∈ D(A), Au0 + f(0) ∈ D(A), then u′1, Au1

belong to Cb([0,+∞);X), and

‖u1‖∞ + ‖u′1‖∞ + ‖Au1‖∞ ≤ C1,α(‖u0‖+ ‖Au0‖+ ‖f‖Cα). (5.11)

(ii) For each f ∈ Cb([0,+∞);X), u2 ∈ Cb([0,+∞);D(A)), moreover u2 is differentiable,
u′2 ∈ Cb([0,+∞);X), and

‖u2‖∞ + ‖u′2‖∞ + ‖Au2‖∞ ≤ C2‖f‖Cα . (5.12)

Proof — (i) For every t ≥ 0 we have

‖u1(t)‖ ≤ Mωe
−ωt‖(I − P )u0‖+

∫ t

0
Mωe

−ω(t−s)ds sup
0≤s≤t

‖f(s)‖

≤ Mω‖(I − P )‖
(
‖u0‖+

1
ω
‖f‖∞

)
.
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If u0 ∈ D(A) then (I − P )u0 ∈ D(A); if f ∈ Cα([0,+∞);X) then for every t ≥ 0 we
have

‖Au1(t)‖ ≤ Mωe
−ωt‖(I − P )Au0‖+

∥∥∥∥A∫ t

0
e(t−s)A(I − P )(f(s)− f(t))ds

∥∥∥∥
+
∥∥∥∥A∫ t

0
esA(I − P )f(t)ds

∥∥∥∥
≤ Mω‖(I − P )Au0‖+Mω

∫ t

0

e−ω(t−s)

(t− s)1−αds[(I − P )f ]Cα

+‖(etA − I)(I − P )f(t)‖

≤ ‖(I − P )‖
(
Mω(‖Au0‖+

Γ(α)
ωα

[f ]Cα
)

+ (Mω + 1)‖f‖∞).

(ii) For every t ≥ 0 we have

‖u2(t)‖ ≤ Nω

∫ ∞
t
eω(t−s)ds sup

s≥0
‖Pf(s)‖ =

Nω

ω
‖P‖ ‖f‖∞).

Similarly, ‖Au2(t)‖ ≤ ω−1Nω‖P‖ ‖f‖∞. Moreover

u′2(t) = Pf(t)−
∫ +∞

t
Ae(t−s)APf(s)ds = Au2(t) + Pf(t), t ≥ 0,

so that

sup
t≥0
‖u′2(t)‖+ sup

t≥0
‖Au2(t)‖ ≤

(
3Nω

ω
+ 1
)
‖P‖ ‖f‖∞.

�

From lemma 5.3.1 we get easily a necessary and sufficient condition on the data u0, f
for problem (5.9) have a X-bounded solution in [0,+∞).

Proposition 5.3.2 Let f ∈ Cb([0,+∞);X), u0 ∈ D(A). Then the mild solution u of
(5.9) belongs to Cb([0,+∞);X) if and only if

Pu0 = −
∫ +∞

0
e−sAPf(s)ds. (5.13)

If (5.13) holds we have

u(t) = etA(I − P )u0 +
∫ t

0
e(t−s)A(I − P )f(s)ds−

∫ +∞

t
e(t−s)APf(s)ds, t ≥ 0. (5.14)

If in addition f ∈ Cα([0,+∞);X), u0 ∈ D(A), Au0 + f(0) ∈ D(A), then u belongs to
Cb([0,+∞);D(A)).

Proof — For every t ≥ 0 we have

u(t) = (I − P )u(t) + Pu(t)

= etA(I − P )u0 +
∫ t

0
e(t−s)A(I − P )f(s)ds+ etAPu0 +

∫ t

0
e(t−s)APf(s)ds

= u1(t) + etAPu0 +
(∫ +∞

0
−
∫ +∞

t

)
e(t−s)APf(s)ds

= u1(t) + u2(t) + etA
(
Pu0 +

∫ +∞

0
e−sAPf(s)ds

)
.
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The functions u1 and u2 are bounded thanks to lemma 5.3.1, hence u is bounded if
and only if t 7→ etA

(
Pu0 +

∫ +∞
0 e−sAPf(s)ds

)
is bounded. On the other hand y =

Pu0 +
∫ +∞

0 e−sAPf(s)ds is an element of P (X). Therefore etAy is bounded if and only if
y = 0, namely (5.13) holds.

In the case where (5.13) holds, then u = u1 + u2, that is (5.14) holds. The remaining
part of the proposition follows from lemma 5.3.1. �

5.3.2 Bounded solutions in (−∞, 0]

In this section we study backward solutions of
v′(t) = Av(t) + g(t), t ≤ 0,

v(0) = v0,
(5.15)

where g : (−∞, 0] 7→ X is a continuous and bounded function, v0 ∈ D(A). We assume
again that A is hyperbolic.

Problem (5.15) is in general ill-posed. We shall see in fact that to find a solution we
will have to assume rather restrictive conditions on the data. On the other hand, such
conditions will ensure nice regularity properties of the solutions.

Given g ∈ Cb((−∞, 0];X), v0 ∈ X, we set

v1(t) =
∫ t

−∞
e(t−s)A(I − P )g(s)ds, t ≤ 0,

v2(t) = etAPv0 +
∫ t

0
e(t−s)APg(s)ds, t ≤ 0.

Lemma 5.3.3 The following statements hold.

(i) For every g ∈ Cb((−∞, 0];X) the function v1 belongs to Cb((−∞, 0];X), and more-
over

‖v1‖∞ ≤ C‖g‖∞. (5.16)

If in addition g ∈ Cα((−∞, 0];X) for some α ∈ (0, 1), then v1 ∈ Cα((−∞, 0];D(A)),
moreover v1 is differentiable, v′1 ∈ Cα((−∞, 0]; X), and we have

‖v′1‖Cα + ‖Av1‖Cα ≤ C‖g‖Cα . (5.17)

(ii) For every g ∈ Cb((−∞, 0];X) and for every v0 ∈ X, the function v2 belongs to
Cb((−∞, 0];D(A)); moreover v2 is differentiable, v′2 = Av2 + Pg, and

‖v2‖∞ + ‖v′2‖∞ + ‖Av2‖∞ ≤ C(‖v0‖+ ‖g‖∞). (5.18)

Proof — (i) For each t ≤ 0 we have

‖v1(t)‖ ≤Mω

∫ 0

−∞
e−ω(t−s)ds sup

s≤0
‖(I − P )g(s)‖ ≤ Mω

ω
‖I − P‖ ‖g‖∞.
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If g ∈ Cα((−∞, 0];X) then v1(t) ∈ D(A), and we have

‖Av1(t)‖ ≤
∥∥∥∥∫ 0

−∞
Ae(t−s)A(I − P )(g(s)− g(t))ds

∥∥∥∥
+
∥∥∥∥∫ 0

−∞
Ae(t−s)A(I − P )g(t)ds

∥∥∥∥
≤ Mω

∫ t

−∞

e−ω(t−s)

(t− s)1−α [(I − P )g]Cα +
∥∥∥∥A∫ +∞

0
eσAdσ(I − P )g(t)

∥∥∥∥
≤ Mω

Γ(α)
ωα
‖I − P‖ [g]Cα + ‖ − (I − P )g(t)‖

≤ ‖I − P‖
(
Mω

Γ(α)
ωα

+ ‖g‖∞
)
.

The proof of Av1 ∈ Cα((−∞, 0];X) is similar to this one and to the one of theorem 4.2.6,
and it is left as an exercise.

Let us prove (ii). For every t ≤ 0 we have

‖v2(t)‖ ≤ Nωe
ωt‖Pv0‖+Nω

∣∣∣∣∫ t

0
eω(t−s)ds

∣∣∣∣ sups≤0 ‖Pg(s)‖

≤ Nω

(
‖Pv0‖+

1
ω
‖P‖ ‖g‖∞

)
.

Similarly we get ‖Av2(t)‖ ≤ Nω(‖Pv0‖ + ω−1‖P‖ ‖g‖∞). Since v′2 = Av2 + Pg, estimate
(5.18) follows. �

Lemma 5.3.3 allows us to give a necessary and sufficient condition on the data g, u0

for problem (5.15) have a X-bounded solution in (−∞, 0].
A function v ∈ C((−∞, 0];X) is said to be a mild solution of (5.15) in (−∞, 0] if

v(0) = v0 and for each a < 0 we have

v(t) = e(t−a)Av(a) +
∫ t

a
e(t−s)Ag(s)ds, a ≤ t ≤ 0. (5.19)

In other words, v is a mild solution of (5.15) if and only if for every a < 0, setting y = v(a),
v is a mild solution of the problem

v′(t) = Av(t) + g(t), a < t ≤ 0,

v(a) = y,
(5.20)

and moreover v(0) = v0.

Proposition 5.3.4 Let g ∈ Cb((−∞, 0];X), v0 ∈ X. Then problem (5.15) has a mild
solution v ∈ Cb((−∞, 0];X) if and only if

(I − P )v0 =
∫ 0

−∞
e−sA(I − P )g(s)ds. (5.21)

If (5.21) holds, the bounded solution is unique and it is given by

v(t) = etAPv0 +
∫ t

0
e(t−s)APg(s)ds+

∫ t

−∞
e(t−s)A(I − P )g(s)ds, t ≤ 0. (5.22)

If in addition g ∈ Cα((−∞, 0];X) for some α ∈ (0, 1), then v is a strict solution and it
belongs to Cα((−∞, 0];D(A)), v′ belongs to Cα((−∞, 0];X).
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Proof — Assume that (5.15) has a bounded mild solution v. Then for every a < 0 and
for every t ∈ [a, 0] we have

v(t) = (I − P )v(t) + Pv(t)

= e(t−a)A(I − P )v(a) +
∫ t

a
e(t−s)A(I − P )g(s)ds+ Pv(t)

= e(t−a)A(I − P )v(a) +
(∫ t

−∞
−
∫ a

−∞

)
e(t−s)A(I − P )g(s)ds+ Pv(t)

= e(t−a)A

(
(I − P )v(a) +

∫ a

−∞
e(a−s)A(I − P )g(s)ds

)
+ v1(t) + Pv(t)

= e(t−a)A((I − P )v(a) + v1(a)) + v1(t) + Pv(t).

Thanks to lemma 5.3.3, supa≤0 ‖v1(a)‖ < ∞, moreover by assumption supa≤0 ‖(I −
P )v(a)‖ <∞. Letting a→ −∞ we get

v(t) = v1(t) + Pv(t), t ≤ 0.

On the other hand, Pv is a mild (indeed, strict) solution of problem
w′(t) = Aw(t) + Pg(t), a < t ≤ 0,

w(a) = Pv(a),

and since Pv(0) = Pv0, we have for t ≤ 0,

Pv(t) = etAPv0 +
∫ t

0
e(t−s)APg(s)ds = v2(t),

so that v(t) = v1(t) +v2(t), and (5.22) holds. Therefore, (I−P )v(t) = v1(t), and for t = 0
we get (5.21).

Conversely, by lemma 5.3.3 the function v defined by (5.22) belongs to Cb((∞, 0];X).
One checks easily that for every a < 0 it is a mild solution of (5.20), and if (5.21) holds
we have v(0) = Pv0 +

∫ 0
−∞ e

−sA(I − P )g(s)ds = Pv0 + (I − P )v0 = v0.
The last statement follows again from lemma 5.3.3. �

5.3.3 Bounded solutions in R

Here we study existence and properties of bounded solutions in R of the equation

z′(t) = Az(t) + h(t), t ∈ R, (5.23)

where h : R 7→ X is continuous and bounded. We shall assume again that A is hyperbolic.
A function z ∈ Cb(R;X) is said to be a mild solution of (5.23) in R if for every a ∈ R

we have

z(t) = e(t−a)Az(a) +
∫ t

a
e(t−s)Ah(s)ds, t ≥ a, (5.24)

that is if for every a ∈ R, setting z(a) = z, z is a mild solution of
z′(t) = Av(t) + h(t), t > a,

z(a) = z.
(5.25)
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Proposition 5.3.5 For every h ∈ Cb(R;X) problem (5.23) has a unique mild solution
z ∈ Cb(R;X), given by

z(t) =
∫ t

−∞
e(t−s)A(I − P )h(s)ds−

∫ ∞
t

e(t−s)APh(s)ds, t ∈ R. (5.26)

If in addition h ∈ Cα(R;X) for some α ∈ (0, 1), then z is a strict solution and it belongs
to Cα(R;D(A)).

Proof — Let z be a mild solution belonging to Cb(R;X), and let z(0) = z0. By proposition
5.3.2,

Pz0 = −
∫ +∞

0
e−sAPh(s)ds,

and by proposition 5.3.4,

(I − P )z0 =
∫ 0

−∞
e−sA(I − P )h(s)ds.

Due again to proposition 5.3.2 for t ≥ 0 we have

z(t) = etA
∫ 0

−∞
e−sA(I − P )h(s)ds

+
∫ t

0
e(t−s)A(I − P )h(s)ds−

∫ +∞

t
e(t−s)APh(s)ds

=
∫ t

−∞
e(t−s)A(I − P )h(s)ds−

∫ +∞

t
e(t−s)APh(s)ds.

Moreover due to proposition 5.3.4 for t ≤ 0 we have

z(t) = etA
(
−
∫ ∞

0
e−sAPh(s)ds

)

+
∫ t

0
e(t−s)APh(s)ds+

∫ t

−∞
e(t−s)A(I − P )h(s)ds

= −
∫ +∞

t
e(t−s)APh(s)ds+

∫ t

−∞
e(t−s)A(I − P )h(s)ds,

so that (5.26) holds. On the other hand, by lemmas 5.3.1 and 5.3.3, the function z given
by (5.26) belongs to Cb(R;X), and one can easily check that it is a mild solution. If in
addition h ∈ Cα(R;X), then z ∈ Cα(R;X), due again to lemmas 5.3.1 and 5.3.3. �

Remark 5.3.6 It is not hard to verify that

(i) if h is constant, then z is constant;

(ii) if limt→+∞ h(t) = h∞ (respectively, limt→−∞ h(t) = h−∞) then

lim
t→+∞

z(t) =
∫ +∞

0
esA(I − P )h∞ds−

∫ 0

−∞
esAPh∞ds

(respectively, the same but +∞ replaced by −∞);

(iii) if h is T -periodic, then z is T -periodic.



64 Chapter 5

5.4 Solutions with exponential growth and exponential de-
cay

Assumption (5.3) is replaced now by

σ(A) ∩ {λ ∈ C : Reλ = ω} = ∅, (5.27)

for some ω ∈ R. Note that (5.27) is satisfied by every ω > s(A). If I is any of the sets
(−∞, 0], [0,+∞), R, we set

Cω(I;X) = {f : I 7→ X continuous| ‖f‖Cω = sup
t∈I
‖e−ωtf(t)‖ <∞},

and for α ∈ (0, 1)

Cαω (I;X) = {f : I 7→ X| t 7→ e−ωtf(t) ∈ Cα(I;X)},

‖f‖Cαω = sup
t∈I
‖e−ωtf(t)‖+ sup

t,s∈I, t6=s

‖e−ωtf(t)− e−ωsf(s)‖
|t− s|α

.

Let f ∈ Cω([0,+∞);X), g ∈ Cω((−∞, 0];X), h ∈ Cω(R;X). One checks easily that
problems (5.9), (5.15), (5.23) have mild solutions u ∈ Cω([0,+∞);X), v ∈ Cω((−∞, 0];X),
z ∈ Cω(R;X) if and only if the problems

ũ′(t) = (A− ωI)ũ(t) + e−ωtf(t), t > 0,

u(0) = u0,
(5.28)


ṽ′(t) = (A− ωI)ṽ(t) + e−ωtg(t), t ≤ 0,

v(0) = v0,
(5.29)

z̃′(t) = (A− ωI)z̃(t) + e−ωth(t), t ∈ R, (5.30)

have mild solutions ũ ∈ Cb([0,+∞);X), ṽ ∈ Cb((−∞, 0];X), z̃ ∈ C(R;X), and in this case
we have u(t) = eωtũ(t), v(t) = eωtṽ(t), z(t) = eωtz̃(t). On the other hand the operator
Ã = A− ωI : D(A) 7→ X is sectorial and hyperbolic, hence all the results of the previous
section may be applied to problems (5.28), (5.29), (5.30). Note that the projection P is
associated to the operator Ã, so that

P =
1

2πi

∫
γ+

R(λ,A− ωI)dλ =
1

2πi

∫
γ++ω

R(z,A)dz, (5.31)

where the path γ+ + ω surrounds σω+ = {λ ∈ σ(A) : Re λ > ω} and is contained in the
halfplane {Re λ > ω}. Set moreover σω− = {λ ∈ σ(A) : Re λ < ω}. Note that if ω > s(A)
then P = 0.

Applying the results of the previous section we get the following theorems.

Theorem 5.4.1 Under assumption (5.27) let P be defined by (5.31). The following state-
ments hold:

(i) If f ∈ Cω([0,+∞);X) and u0 ∈ D(A), the mild solution u of problem (5.9) belongs
to Cω([0,+∞);X) if and only if

Pu0 = −
∫ +∞

0
e−s(A−ωI)e−ωsPf(s)ds,
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that is (1)

Pu0 = −
∫ +∞

0
e−sAPf(s)ds.

In this case u is given by (5.14), and there exists C1 = C1(ω) such that

‖u‖Cω([0,+∞);X) ≤ C1(‖u0‖+ ‖f‖Cω([0,+∞);X)).

If in addition f ∈ Cαω ([0,+∞);X) for some α ∈ (0, 1), u0 ∈ D(A), Au0 + f(0) ∈
D(A), then u ∈ Cω([0,+∞);D(A)), and there exists C ′1 = C ′1(ω, α) such that

‖u‖Cω([0,+∞);D(A)) ≤ C1(‖u0‖D(A) + ‖f‖Cαω ([0,+∞);X)).

(ii) If g ∈ Cω((−∞, 0];X) and v0 ∈ X, problem (5.15) has a mild solution v ∈ Cω((−∞, 0]
;X) if and only if (5.21) holds. In this case the solution is unique in Cω((−∞, 0];X)
and it is given by (5.22). There is C2 = C2(ω) such that

‖v‖Cω((−∞,0];X) ≤ C(‖v0‖+ ‖g‖Cω((−∞,0];X)).

If in addition g ∈ Cαω ((−∞, 0];X) for some α ∈ (0, 1), then v ∈ Cαω ((−∞, 0];D(A))
and there exists C = C(ω, α) such that

‖v‖Cαω ((−∞,0];D(A)) ≤ C2(‖v0‖+ ‖g‖Cαω ((−∞,0];X)).

(iii) If h ∈ Cω(R;X), problem (5.23) has a unique mild solution z ∈ Cω(R;X), given by
(5.26), and there is C3 = C3(ω) such that

‖z‖Cω(R;X) ≤ C3‖h‖Cω(R;X).

If in addition h ∈ Cαω (R;X) for some α ∈ (0, 1), then z ∈ Cαω (R;D(A)) and there is
C4 = C4(ω, α) such that

‖x‖Cαω (R;D(A)) ≤ C4‖h‖Cαω (R;X).

Remark 5.4.2 The definition (5.3) of a hyperbolic operator needs that X be a complex
Banach space, and the proofs of the properties of P , PetA etc., rely on properties of
Banach space valued holomorphic functions.

If X is a real Banach space, we have to use the complexification of X as in remark
1.2.17. If A : D(A) 7→ X is a linear operator such that the complexification Ã is sectorial
in X̃, the projecion P maps X into itself. It is convenient to choose as γ+ a circumference
C = {ω′ + reiη : η ∈ [0, 2π]} with center ω′ on the real axis. For each x ∈ X we have

Px =
1

2π

∫ 2π

0
reiηR(reiη, A)x dη

=
r

2π

∫ π

0

(
eiηR(reiη, A)− e−iηR(re−iη, A)x

)
dη,

and the imaginary part of the function under the integral is zero. Therefore, P (X) ⊂
X,and consequently (I − P )(X) ⊂ X. Consequently, the results of the last two sections
remain true even if X is a real Banach space.

1Note that since σω+ is bounded, etAP is well defined also for t < 0, and the results of Proposition 5.2.1
hold, with obvious modifications.
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Example 5.4.3 Consider the nonhomogeneous heat equation
ut(t, x) = uxx(t, x) + f(t, x), t > 0, 0 ≤ x ≤ π,

u(0, x) = u0(x), 0 ≤ x ≤ π,

u(t, 0) = u(t, π) = 0, t ≥ 0,

(5.32)

where f : [0,+∞) × [0, π] 7→ R is continuous, u0 is continuous and vanishes at 0, π. We
choose as usual X = C([0, π]), A : D(A) = {f ∈ C2([0, π]) : f(0) = f(π) = 0} 7→ X,
Au = u′′. Since s(A) = −1, A is hyperbolic, and in this case P = 0. Proposition 5.3.2
implies that for every continuous and bounded f and for every u0 ∈ C([0, π]) such that
u0(0) = u0(π) = 0, the solution of (5.32) is bounded.

As far as exponentially decaying solutions are concerned, we use theorem 5.4.1(i).
Fixed ω 6= n2 for each n ∈ N, f continuous and such that

sup
t≥0, 0≤x≤π

|eωtf(t, x)| <∞

the solution u of (5.32) satisfies

sup
t≥0, 0≤x≤π

|eωtu(t, x)| <∞

if and only if (5.13) holds. This is equivalent to (see example 5.2.3)∫ π

0
u0(x) sin kx dx = −

∫ +∞

0
ek

2s

∫ π

0
f(s, x) sin kx dx ds,

for every natural number k such that k2 < ω. (We remark that since A sin kx = −k2 sin kx
we have etA sin kx = e−tk

2
, for every t ∈ R).

Let us consider now the backward problem
vt(t, x) = vxx(t, x) + g(t, x), t < 0, 0 ≤ x ≤ π,

v(0, x) = v0(x), 0 ≤ x ≤ π,

v(t, 0) = v(t, π) = 0, t ≤ 0,

(5.33)

to which we apply proposition 5.3.4. Since P = 0, if g : (−∞, 0]× [0, π] 7→ R is continuous
and bounded, there is only a final datum v0 such that the solution is bounded, and it is
given by (see formula (5.21))

v0(x) =
∫ 0

−∞
e−sAg(s, ·)ds(x), 0 ≤ x ≤ π.

Thanks to theorem 5.4.1(i), a similar conclusion holds if g is continuous and it decays
exponentially,

sup
t≤0, 0≤x≤π

|e−ωtg(t, x)| <∞

with ω > 0.
Let us consider the problem on R

zt(t, x) = zxx(t, x) + h(t, x), t ∈ R, 0 ≤ x ≤ π,

z(t, 0) = z(t, π) = 0, t ∈ R.
(5.34)
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Thanks to proposition 5.3.5, for every continuous and bounded h : R× [0, π] 7→ R problem
(5.34) has a unique bounded solution given by

z(t, x) =
∫ t

−∞
e(t−s)Ah(s, ·)ds(x), t ∈ R, 0 ≤ x ≤ π.

The considerations of remark 5.3.6 hold: in particular, if h is T -periodic with respect to
time, then z is T -periodic too; if h is independent of time also z is independent of time,
and we have

z(t, x) =
∫ t

−∞
e(t−s)Ah(·)ds(x) = (−A−1h)(x).

The explicit expression of A−1hmay be easily computed by solving the ordinary differential
equation f ′′ = h, f(0) = f(π) = 0.
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Nonlinear problems

6.1 Local existence, uniqueness, regularity

Consider the initial value problem
u′(t) = Au(t) + F (t, u(t)), t > 0,

u(0) = u0,
(6.1)

where A : D(A) ⊂ X 7→ X is a sectorial operator and F : [0, T ] × X 7→ X is a regular
function (at least, continuous with respect to (t, u) and locally Lipschitz continuous with
respect to u).

As in the case of linear problems, a function u defined in an interval I = [0, τ) or
I = [0, τ ], with τ ≤ T , is said to be a strict solution of problem (6.1) in I if it is continuous
with values in D(A) and differentiable with values in X in the interval I, and it satisfies
(6.1). It is said to be a classical solution if it is continuous with values in D(A) and
differentiable with values in X in the interval I \ {0}, it is continuous in I with values in
X, and it satisfies (6.1). It is said to be a mild solution if it is continuous with values in
X in I \ {0} and it satisfies

u(t) = etAu0 +
∫ t

0
e(t−s)AF (s, u(s))ds, t ∈ I. (6.2)

Thanks to proposition 4.2.3 every strict solution satisfies (6.2), and every classical solution
u such that t 7→ ‖F (t, u(t))‖ ∈ L1(0, ε) for some ε > 0 satisfies (6.2). It is natural to solve
(6.2) using a fixed point theorem to find a mild solution, and then to show that under
appropriate assumptions the mild solution is classical or strict.

We assume that F : [0, T ]×X 7→ X is continuous, and for every R > 0 there is L > 0
such that

‖F (t, x)− F (t, y)‖ ≤ L‖x− y‖, ∀t ∈ [0, T ], ∀x, y ∈ B(0, R). (6.3)

Theorem 6.1.1 Let F : [0, T ]×X 7→ X be a continuous function satisfying (6.3). Then
for every u ∈ X there exist r, δ > 0, K > 0 such that for ‖u0 − u‖ ≤ r problem (6.1) has
a unique mild solution u = u(·;u0) ∈ Cb((0, δ];X). u belongs to C([0, δ];X) if and only if
u0 ∈ D(A).

Moreover for u0, u1 ∈ B(u, r) we have

‖u(t;u0)− u(t;u1)‖ ≤ K‖u0 − u1‖, 0 ≤ t ≤ δ. (6.4)

69
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Proof. Let M0 such that ‖etA‖L(X) ≤ M0 for 0 ≤ t ≤ T . Fix R > 0 such that
R ≥ 8M0‖u‖, so that if ‖u0 − u‖ ≤ r = R/8M0 we have

sup
0≤t≤T

‖etAu0‖ ≤ R/4.

Let moreover L > 0 be such that

‖F (t, v)− F (t, w)‖ ≤ L‖v − w‖ for 0 ≤ t ≤ T, v, w ∈ B(0, R).

We look for a mild solution belonging to the metric space Y defined by

Y = {u ∈ Cb((0, δ];X) : ‖u(t)‖ ≤ R ∀t ∈ (0, δ]},

where δ ∈ (0, T ] has to be chosen properly. Y is the closed ball B(0, R) in the space
Cb((0, δ];X), and for every v ∈ Y the function t 7→ F (·, v(·)) belongs to Cb((0, δ];X). We
define a nonlinear operator Γ on Y ,

Γ(v)(t) = etAu0 +
∫ t

0
e(t−s)AF (s, v(s))ds, 0 ≤ t ≤ δ. (6.5)

Clearly, a function v ∈ Y is a mild solution of (6.1) in [0, δ] if and only if it is a fixed point
of Γ.

We shall show that Γ is a contraction and maps Y into itself provided δ is sufficiently
small.

Let v1, v2 ∈ Y . We have

‖Γ(v1)− Γ(v2)‖Cb([0,δ];X) ≤ δM0‖F (·, v1(·))− F (·, v2(·))‖Cb((0,δ];X)

≤ δM0L‖v1 − v2‖Cb((0,δ;X).
(6.6)

Therefore, if
δ ≤ δ0 = (2M0L)−1,

Γ is a contraction with constant 1/2 in Y . Moreover for every v ∈ Y and t ∈ [0, δ], with
δ ≤ δ0, we have

‖Γ(v)‖Cb((0,δ];X) ≤ ‖Γ(v)− Γ(0)‖Cb((0,δ];X) + ‖Γ(0)‖C((0,δ];X)

≤ R/2 + ‖etAu0‖Cb((0,δ];X) +M0δ‖F (·, 0)‖Cb((0,δ];X)

≤ R/2 +R/4 +M0δ‖F (·, 0)‖Cb((0,δ];X).

(6.7)

Therefore if δ ≤ δ0 is such that

M0δ‖F (·, 0)‖Cb((0,δ];X) ≤ R/4,

then Γ maps Y into itself, so that it has a unique fixed point in Y .
Concerning the continuity of u up to t = 0, we remark that the function t 7→ u(t)−etAu0

belongs to C([0, δ];X), whereas t 7→ etAu0 belongs to C([0, δ];X) if and only if u0 ∈ D(A).
Therefore, u ∈ C([0, δ];X) if and only if u0 ∈ D(A).

Let us prove the statement about the dependence on the initial data. Let u0, u1 belong
to B(u, r). Since Γ is a contraction with constant 1/2 in Y and both u(·;u0), u(·;u1) belong
to Y , we have

‖u(·;u0)− u(·;u1)‖Cb((0,δ];X) ≤ 2‖etA(u0 − u1)‖Cb((0,δ];X) ≤ 2M0‖u0 − u1‖,

so that (6.4) holds, with K = 2M0.
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Let us prove uniqueness: if u1, u2 ∈ Cb((0, δ];X) are solutions of (6.1), we define

t0 = sup{t ∈ [0, δ] : u1(s) = u2(s) for 0 ≤ s ≤ t}, (6.8)

and we set y = u1(t0) = u2(t0). If t0 < δ, the problem

v′(t) = Av(t) + F (t, v(t)), t > t0, v(t0) = y, (6.9)

has a unique solution in the set

Y ′ = {u ∈ Cb((t0, t0 + ε];X) : ‖u(t)‖ ≤ R′ ∀t ∈ (t0, t0 + ε]},

provided R′ is sufficiently large and ε is sufficiently small. Since u1 and u2 are bounded,
there exists R′ such that ‖ui(t)‖ ≤ R′ for t0 ≤ t ≤ δ, i = 1, 2. On the other hand, u1

and u2 are different mild solutions of (6.9) in [t0, t0 + ε] for every ε ∈ (0, δ − t0]. This is a
contradiction, hence t0 = δ and the mild solution of (6.1) is unique in Cb((0, δ];X). �

Remark 6.1.2 In the proof of theorem 6.1.1 we have shown uniqueness of the mild solu-
tion in [0, δ], but the same argument works in any interval contained in [0, T ].

6.2 The maximally defined solution

Now we can construct a maximally defined solution as follows. Set
τ(u0) = sup{a > 0 : problem (6.1) has a mild solution ua in [0, a]}

u(t;u0) = ua(t), if t ≤ a.

u(t;u0) is well defined thanks to remark 6.1.2 in the interval

I(u0) = ∪{[0, a] : problem (6.1) has a mild solution ua in [0, a]},

and we have τ(u0) = sup I(u0). Moreover, if τ(u0) < T , then τ(u0) does not belong to
I(u0) because otherwise the solution could be extended to a bigger interval, contradicting
the definition of τ(u0). See exercise 6.2.4.2.

Let us prove now regularity and existence in the large results.

Proposition 6.2.1 Let F satisfy (6.3). Then for every u0 ∈ X, the mild solution u of
problem (6.1) is bounded with values in DA(θ,∞) in the interval [ε, τ(u0) − ε], for each
θ ∈ (0, 1) and ε ∈ (0, τ(u0)/2).

Assume in addition that there is α ∈ (0, 1) such that for every R > 0 we have

‖F (t, x)− F (s, x)‖ ≤ C(R)(t− s)α, 0 ≤ s ≤ t ≤ T, ‖x‖ ≤ R. (6.10)

Then, for every u0 ∈ X, u ∈ Cα([ε, τ(u0)− ε];D(A)) ∩ C1+α([ε, τ(u0)− ε];X) for every
ε ∈ (0, τ(u0)/2). Moreover the following statements hold.

(i) If u0 ∈ D(A) then u(·;u0) is a classical solution of (6.1).

(ii) If u0 ∈ D(A) and Au0 + F (0, u0) ∈ D(A) then u(·;u0) is a strict solution of (6.1).

Proof. The function t 7→ etAu0 belongs to C((0,+∞);D(A)) so that its restriction to
[ε, τ(u0)− ε] is bounded with values in each DA(θ,∞). The function

t 7→ v(t) =
∫ t

0
e(t−s)AF (s, u(s))ds
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is bounded with values in DA(θ,∞) because ‖e(t−s)A‖L(X,DA(θ,∞) ≤ C(t − s)θ−1, so that
‖v(t)‖DA(θ,∞) ≤ const. sup0<s≤τ(u0)−ε ‖F (s, u(s))‖.

Assume now that (6.10) holds; let a < τ(u0) and 0 < ε < a. Since t 7→ F (t, u(t))
belongs to Cb((0, a];X), proposition 4.2.4 implies that the function v defined above belongs
to Cα([0, a];X). Moreover, t 7→ etAu0 belongs to C∞([ε, a];X). Summing up, we find
that u belongs to Cα([ε, a];X). Assumptions (6.3) and (6.10) imply that the function
t 7→ F (t, u(t)) belongs to Cα([ε, a];X). Recalling that u satisfies

u(t) = e(t−ε)Au(ε) +
∫ t

ε
e(t−s)AF (s, u(s))ds, ε ≤ t ≤ a, (6.11)

we may apply theorem 4.2.6 in the interval [ε, a] (see remark 4.2.11), to obtain that u
belongs to Cα([2ε, a];D(A)) ∩ C1+α([2ε, a];X) for each ε ∈(0, a/2), and

u′(t) = Au(t) + F (t, u(t)), ε < t ≤ a.

Since a and ε are arbitrary, then u ∈ Cα([ε, τ(u0)− ε];D(A)) ∩ C1+α([ε, τ(u0)− ε];X) for
each ε ∈ (0, τ(u0)/2). If u0 ∈ D(A), then t 7→ etAu0 is continuous up to 0, and statement
(i) follows.

Let us prove (ii). We know already that the function t 7→ u(t) − etAu0 is α-Hölder
continuous up to t = 0 with values in X. Since u0 ∈ D(A) ⊂ DA(α,∞), the same is true
for t 7→ etAu0. Therefore u is α-Hölder continuous up to t = 0 with values in X, so that
t 7→ F (t, u(t)) is α-Hölder continuous in [0, a] with values in X. Statement (ii) follows
now from 4.2.6(ii). �

Proposition 6.2.2 Assume that F satisfies (6.3). Let u0 be such that I(u0) ⊂ [0, T ],
I(u0) 6= [0, T ]. Then t 7→ ‖u(t)‖ is unbounded in I(u0).

Proof. Assume by contradiction that u is bounded and set τ = τ(u0). Then t 7→
F (t, u(t;u0)) is continuous and bounded with values in X in the interval (0, τ). Since
u satisfies the variation of constants formula (6.2), it may be continuously extended at
t = τ , in such a way that the extension is Hölder continuous in every interval [ε, τ ], with
0 < ε < τ . Indeed, t 7→ etAu0 is well defined and analytic in the whole (0,+∞), and
the function v = etA ∗ F (·, u(·)) belongs to Cα([0, τ ];X) for each α ∈ (0, 1) because of
proposition 4.2.4.

Moreover, u(τ) ∈ D(A). By theorem 6.1.1, the problem

v′(t) = Av(t) + F (t, v(t)), t ≥ τ, v(τ) = u(τ),

has a unique mild solution v ∈ C([τ, τ + δ];X) for some δ > 0. The function w defined
by w(t) = u(t) for 0 ≤ t < τ , w(t) = v(t) for τ ≤ t ≤ τ + δ, is a mild solution of (6.1) in
[0, τ + δ]. This is in contradiction with the definition of τ . Therefore, u(·;u0) cannot be
bounded. �

The result of proposition 6.2.2 is used to prove existence in the large when we have an
a priori estimate on the norm of u(t). Such a priori estimate is easily available for each
u0 if f grows not more than linearly as ‖x‖ → ∞.

Proposition 6.2.3 Assume that there is C > 0 such that

‖F (t, x)‖ ≤ C(1 + ‖x‖) ∀x ∈ X, t ∈ [0, T ]. (6.12)

Let u : I(u0) 7→ X be the mild solution to (6.1). Then u is bounded in I(u0) with values
in X.
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Proof. For each t ∈ I we have

‖u(t)‖ ≤M0‖u0‖+M0C

∫ t

0
(1 + ‖u(s)‖)ds = M0‖u0‖+M0C

(
t+
∫ t

0
‖u(s)‖ds

)
.

Applying the Gronwall lemma to the real valued function t 7→ ‖u(t)‖ we get

‖u(t)‖ ≤ eM0Ct(M0‖u0‖+M0CT ), t ∈ I(u0),

and the statement follows. �

We remark that (6.12) is satisfied if F is globally Lipschitz continuous with respect to
x, with Lipschitz constant independent of t.

Exercises 6.2.4

1. Prove that

(a) if F satisfies (6.3) and u ∈ Cb((0, δ];X) with 0 < δ ≤ T then the composition
ϕ(t) = f(t, u(t)) belongs to Cb((0, δ];X),

(b) if F satisfies (6.10) and u ∈ Cα([a, b];X) with 0 ≤ a < b ≤ T then the
composition ϕ(t) = f(t, u(t)) belongs to Cα([a, b];X).

These properties have been used in the proofs of theorem 6.1.1 and of proposition
6.2.1.

2. Prove that if u is a mild solution to (6.1) in an interval [0, t0] and v is a mild solution
to 

v′(t) = Av(t) + F (t, v(t)), t0 < t < t1,

v(t0) = u(t0),

then the function z defined by z(t) = u(t) for 0 ≤ t ≤ t0, z(t) = v(t) for t0 ≤ t ≤ t1,
is a mild solution to (6.1) in the interval [0, t1].

3. Under the assumptions of theorem 6.1.1, for t0 ∈ [0, T ) let u(t; t0, x) : [t0, τ(t0, x)) 7→
X the maximally defined solution to problem u′ = Au + f(t, u), t > t0, u(t0) = x.
Prove that for each a ∈ (0, τ(0, u0)) we have τ(u(a;u0)) = τ(0, u0) − a, and for
t ∈ [a, τ(0, u0)) we have u(t;u(a, u0)) = u(a+ t; 0, u0).

4. Under the assumptions of theorem 6.1.1, prove that the maximally defined solution
to (6.1) depends locally Lipschitz continuously on the initial datum, i.e. for each u0

and for each b ∈ (0, τ(u0)) there are r > 0, K > 0 such that if ‖u0 − u1‖ ≤ r then
τ(u1) ≥ b and ‖u(t;u0)− u(t;u1)‖ ≤ K‖u0 − u1‖ for each t ∈ [0, b].

(Hint: cover the orbit {u(t;u0) : 0 ≤ t ≤ b} by a finite number of balls such as in
the statement of theorem 6.1.1).

6.3 Reaction – diffusion equations and systems

Let us consider a differential system in [0, T ] × Rn. Let d1, . . . , dm > 0 and let D be the
diagonal matrix D = diag(d1, . . . , dm). Consider the problem

ut = D∆u+ ϕ(t, x, u), t > 0, x ∈ Rn; u(0, x) = u0(x), x ∈ Rn, (6.13)

where u = (u1, . . . , um) is unknown, and the regular function ϕ : [0,∞)×Rn×Rm 7→ R
m,

the bounded and continuous u0 : Rn 7→ R
m are data.
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This type of problems are often encountered as mathematical models in chemistry
and biology. The part D∆u in the system is called diffusion part, the numbers di are
called diffusion coefficients, ϕ(t, x, u) is called reaction part. Detailed treatments of these
problems may be found in the books of Rothe [13], Smoller [14], Pao [11], and in other
ones.

Set
X = Cb(Rn;Rm).

The linear operator A defined by D(A) = {u ∈W 2,p
loc (Rn;Rm) ∀p ≥ 1 : u, ∆u ∈ X},

A : D(A) 7→ X, Au = D∆u,

is sectorial in X, see exercise 1.2.18.3, and

D(A) = BUC(Rn;Rm).

Assume that ϕ is continuous, and there exists θ ∈ (0, 1) such that for every r > 0

|ϕ(t, x, u)− ϕ(s, x, v)|Rm ≤ K((t− s)θ + |u− v|Rm), (6.14)

for 0 ≤ s < t ≤ T , x ∈ Rn, u, v ∈ Rm, |v|Rm + |u|Rm ≤ r, with K = K(r). Then, setting

F (t, u)(x) = ϕ(t, x, u(x)), 0 ≤ t ≤ T, x ∈ Rn, u ∈ X,

the function F : [0, T ] ×X 7→ X is continuous, and it satisfies (6.3). The local existence
and uniqueness theorem 6.1.1 implies that there exists a unique mild solution t 7→ u(t) ∈
Cb((0, δ];X) di (6.1). Moreover, since F satisfies (6.10) too, by proposition 6.2.1 u, u′, Au
are continuous in (0, δ] with values in X. Then the function (t, x) 7→ u(t, x) := u(t)(x) is
continuous and bounded in [0, δ] × Rn (why is it continuous up to t = 0? Compare with
exercise 4.2.12.1), it is differentiable in (0, δ] × Rn, it has second order space derivatives
Diju(t, ·) ∈ Lploc(R

n;Rm), ∆u is continuous in (0, δ]× Rn, and u satisfies (6.13).
If in addition u0 ∈ BUC(Rn;Rm), then u(t, x) → u0(x) as t → 0, uniformly for x

in Rn. Moreover u is the unique solution to (6.13) in the class of functions v such that
t 7→ v(t, ·) belongs to C1((0, δ];Cb(Rn;Rm)) ∩ C([0, δ];Cb(Rn;Rm)).

For each initial datum u0 the solution may be extended to a maximal time interval
I(u0). proposition 6.2.2 implies that if u is bounded in I(u0)× Rn then I(u0) = [0, T ].

A sufficient condition for u to be bounded is given by proposition 6.2.3:

|ϕ(t, x, u)|Rm ≤ C(1 + |u|Rm) ∀t ∈ [0, T ], x ∈ Rn, u ∈ Rm. (6.15)

Indeed, in this case the nonlinear function

F : [0, T ]×X 7→ X, F (t, u)(x) = ϕ(t, x, u(x))

satisfies (6.12).
Similar results hold for reaction – diffusion systems in [0, T ]×Ω, where Ω is a bounded

open set in Rn with C2 boundary.
The simplest case is a single equation,

ut = ∆u+ ϕ(t, x, u), t > 0, x ∈ Ω,

u(0, x) = u0(x), x ∈ Ω,
(6.16)

with Dirichlet boundary condition,

u(t, x) = 0, t > 0, x ∈ ∂Ω, (6.17)
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or Neumann boundary condition,

∂u(t, x)
∂ν

= 0, t > 0, x ∈ ∂Ω. (6.18)

ϕ : [0, T ] × Ω × R 7→ R is a regular function satisfying (6.14); u0 : Ω 7→ R is continuous
and satisfies the compatibility condition u0(x) = 0 for x ∈ ∂Ω in the case of the Dirichlet
boundary condition.

Again, we set our problem in the space X = C(Ω), getting a unique classical solution
in a maximal time interval. Arguing as before, we see that if there is C > 0 such that

|ϕ(t, x, u)| ≤ C(1 + |u|) ∀t ∈ [0, T ], x ∈ Ω, u ∈ R

then for each initial datum u0 the solution exists globally. But this assumption is rather
restrictive, and it is not satisfied in many mathematical models. In the next subsection
we shall see a more general assumption that yields existence in the large.

In this section, up to now we have chosen to work with real valued functions just
because in most mathematical models the unknown u is real valued. But we could replace
Cb(Rn,Rm) and C(Ω;R) by Cb(Rn;Cm) and C(Ω;C) as well without any modification in
the proofs, getting the same results in the case of complex valued data. On the contrary,
the results of the next subsection hold only for real valued functions.

6.3.1 The maximum principle

Using the well known properties of the first and second order derivatives of real valued
functions at relative maximum or minimum points it is possible to find estimates on the
solutions to several first or second order partial differential equations. Such techniques are
called maximum principles.

To begin with, we give a sufficient condition for the solution of (6.16) – (6.17) or of
(6.16) – (6.18) to be bounded (and hence, to exist in the large).

Proposition 6.3.1 Let Ω be a bounded open set in Rn with C2 boundary, and let ϕ :
[0, T ] × Ω × R 7→ R be a continuous function satisfying |ϕ(t, x, u) − ϕ(s, x, v)| ≤ K((t −
s)θ + |u− v|), for 0 ≤ s < t ≤ T , x ∈ Ω, u, v ∈ R, |v|+ |u| ≤ r, with K = K(r). Assume
moreover that

uϕ(t, x, u) ≤ C(1 + u2), 0 ≤ t ≤ T, x ∈ Ω, u ∈ R. (6.19)

Then for each initial datum u0 the solution to (6.16) – (6.17) or to (6.16) – (6.18) satisfies

sup
t∈I(u0), x∈Ω

|u(t, x)| < +∞.

Proof. Fix λ > C, a < τ(u0) and set

v(t, x) = u(t, x)e−λt, 0 ≤ t ≤ a, x ∈ Ω.

The function v satisfies

vt(t, x) = ∆v(t, x) + ϕ(t, x, eλtv(t, x))e−λt − λv(t, x), 0 < t ≤ a, x ∈ Ω,

it satisfies the same boundary condition of u, and v(0, ·) = u0. Since v is continuous, there
exists (t0, x0) such that v(t0, x0) = ±‖v‖C([0,a]×Ω). (t0, x0) is either a point of positive
maximum of of negative minimum for v. Assume for instance that (t0, x0) is a maximum
point. If t0 = 0 we have obviously ‖v‖∞ ≤ ‖u0‖∞. If t0 > 0 and x0 ∈ Ω we rewrite
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the differential equation at (t0, x0) and we multiply both sides by v(t0, x0) = ‖v‖∞: since
vt(t0, x0) ≥ 0, ∆v(t0, x0) ≤ 0 we get

λ‖v‖2∞ ≤ C(1 + |eλt0v(t0, x0)|2)e−2λt0 = C(1 + e2λt0‖v‖2∞)e−2λt0

so that
‖v‖2∞ ≤

C

λ− C
.

Let us consider the case t0 > 0, x0 ∈ ∂Ω. If u satisfies the Dirichlet boundary condition,
then v(t0, x0) = 0. If u satisfies the Neumann boundary condition, we have Div(t0, x0) = 0
for each i and we go on as in the case x0 ∈ Ω.

If (t0, x0) is a minimum point the proof is similar. So, we have

‖v‖∞ ≤ max{‖u0‖∞,
√
C/(λ− C)}

so that
‖u‖L∞([0,a]×Ω) ≤ e

λT max{‖u0‖∞,
√
C/(λ− C)}

and the statement follows. �

In the proof of proposition 6.3.1 we used a property of the functions in v ∈ D(A), where
A is the realization of the Laplacian with Dirichlet or Neumann boundary condition in
C(Ω): if x ∈ Ω is a relative maximum point for u, then ∆u ≤ 0. This is obvious if
v ∈ C2(Ω), it has to be proved if v is not twice differentiable pointwise.

Lemma 6.3.2 Let x0 ∈ Rn, r > 0, and let v : B(x0, r) 7→ R be a continuous function.
Assume that v ∈ W 2,p(B(x0, r)) for each p ∈ [1,+∞), that ∆v is continuous, and that
x0 is a maximum (respectively, minimum) point for v. Then ∆v(x0) ≤ 0 (respectively,
∆v(x0) ≥ 0).

Proof. Possibly replacing v by v + c we may assume v(x) ≥ 0 for |x − x0| ≤ r. Let θ :
R
n 7→ R be a smooth function with support contained in B(x0, r), such that 0 ≤ θ(x) ≤ 1

for each x, and θ(x0) > θ(x) for x 6= x0. Define

ṽ(x)


= v(x)θ(x), x ∈ B(x0, r),

= 0, x ∈ Rn \B(x0, r).

Then ṽ(x0) is the maximum of ṽ, and it is attained only at x = x0. Moreover, ṽ and
∆ṽ are uniformly continuous and bounded in the whole Rn, so that there is a sequence
(ṽn)n∈N ⊂ C2(Rn) such that ṽn → ũ, ∆ṽn → ∆ṽ (for instance, we can take ṽn = T (1/n)ṽ
where T (t) is the heat semigroup defined in (2.5)). Since x0 is the unique maximum point
of ṽ, there is a sequence xn going to x0 such as xn is a relative maximum point of vn, for
each n. Since ṽn ∈ C2, we have ∆ṽn(xn) ≤ 0. Letting n→∞ we get ∆v(x0) ≤ 0.

If x0 is a minimum point the proof is similar. �

Similar arguments may be used also in some systems. For instance, let us consider
ut(t, x) = ∆u(t, x) + f(u(t, x)), t > 0, x ∈ Ω,

u(t, x) = 0, t > 0, x ∈ Ω,

u(0, x) = u0(x), x ∈ Ω,

where Ω is a bounded open set in Rn with C2 boundary, and f : Rk 7→ R
k is a locally

Lipschitz continuous function such that

〈x, f(x)〉 ≤ C(1 + |x|2), x ∈ Rk (6.20)
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As in the case of a single equation, it is convenient to fix a ∈ (0, τ(u0)) and to introduce
the function v : [0, a]× Ω 7→ R, v(t, x) = u(t, x)e−λt with λ > C, that satisfies

vt(t, x) = ∆v(t, x) + f(eλtv(t, x))e−λt − λv(t, x), t > 0, x ∈ Ω,

v(t, x) = 0, t > 0, x ∈ Ω,

Instead of |v| it is better to work with ϕ(t, x) = |v(t, x)|2 =
∑k

i=1 vi(t, x)2, which is more
regular. Let us remark that ϕt = 2〈vt,v〉, Djϕ = 2〈Djv,v〉, ∆ϕ = 2

∑k
i=1 |Dvi|2 +

2〈v,∆v〉.
If (t0, x0) ∈ (0, a] × Ω is a positive maximum point for ϕ (i.e. for |v|) we have

ϕt(t0, x0) ≥ 0, ∆ϕ(t0, x0) ≤ 0 and hence 〈v(t0, x0),∆v(t0, x0)〉 ≤ 0. Writing the dif-
ferential system at (t0, x0) and taking the scalar product by v(t0, x0) we get

0 ≤ 〈vt(t0, x0),v(t0, x0)〉

= 〈∆v(t0, x0),v(t0, x0)〉+

+〈f(eλt0v(t0, x0)),v(t0, x0)e−λt0〉 − λ|v(t0, x0)|2

≤ C(1 + |v(t0, x0)|2)− λ|v(t0, x0)|2

so that ‖v‖2∞ ≤ C/(λ−C). Therefore, ‖v‖∞ ≤ max{‖u0‖∞,
√
C/(λ− C)}, which implies

that ‖u‖L∞([0,a]×Ω) ≤ eλT max{‖u0‖∞,
√
C/(λ− C)}, the same result as in the scalar

case. Consequently, u esists in the large.
The problem of existence in the large for reaction – diffusion systems is still a research

subject.
Let us remark that (6.15) is a growth condition at infinity, while (6.19) is an algebraic

condition and it is not a growth condition. For instance, it is satisfied by ϕ(t, x, u) =
λu − u2k+1 for each k ∈ N and λ ∈ R. The sign − is important: for instance, in the
problem 

ut = ∆u+ |u|1+ε, t > 0, x ∈ Ω,

u(0, x) = u, x ∈ Ω,

∂u

∂ν
(t, x) = 0, t ≥ 0, x ∈ ∂Ω,

(6.21)

with ε > 0 and constant initial datum u, the solution is independent of x and it coincides
with the solution to the ordinary differential equation

ξ′(t) = |ξ(t)|1+ε, t > 0,

ξ(0) = u,

which blows up in finite time if u > 0.

The maximum principle is used also to prove qualitative properties of the solutions,
for instance to prove that the solutions are nonnegative for nonnegative initial data, or
nonpositive for nonpositive initial data. Let us give an example.

ut = uxx + λu− ρu2, t ≥ 0, 0 ≤ x ≤ π,

u(t, 0) = u(t, π) = 0, t ≥ 0,

u(0, x)− u0(x), 0 ≤ x ≤ π.

(6.22)
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Here λ, ρ > 0. Let us prove that if u0(x) ≤ 0 (respectively, u0(x) ≥ 0) for each x ∈ [0, π]
then u(t, x) ≤ 0 for each t ∈ [0, τ(u0)), x ∈ [0, π].

First, we consider the case u0 ≤ 0 in [0, π]. Fixed any a ∈ (0, τ(u0)), let us prove that
u(t, x) ≤ 0 in [0, a]× [0, π]. Assume by contradiction that u(t, x) > 0 for some (t, x), then
the same is true for v(t, x) := e−λtu(t, x). Since [0, a]× [0, π] is compact, v has a maximum
point (t0, x0) in [0, a]× [0, π], with v(t0, x0) > 0. This is impossible if t0 = 0, or x0 = 0, or
x0 = π; therefore (t0, x0) ∈ (0, a]× (0, π), and

0 ≤ vt(t0, x0) = vxx(t0, x0)− ρ(v(t0, x0))2eλt0 < 0,

which is impossible. Then u(t, x) ≤ 0 for each t ∈ I(u0), x ∈ [0, π].
The case u0(x) ≥ 0 is a bit more complicated. Fix µ > λ. Since u is continuous, there

exists a > 0 such that ‖u(t, ·)− u0‖∞ < (µ− λ)/ρ per 0 ≤ t ≤ a. In particular,

u(t, x) ≥ −µ− λ
ρ

, 0 ≤ t ≤ a, 0 ≤ x ≤ π.

Let us consider again the function v(t, x) := e−µtu(t, x). We want to show that v ≥ 0
in [0, a] × [0, π]. Assume by contradiction that the minimum of v in [0, a] × [0, π] is
strictly negative. If (t0, x0) is a minimum point then t0 6= 0, x0 6= 0, x0 6= π. Therefore
(t0, x0) ∈ (0, a]× (0, π), and

0 ≥ vt(t0, x0) = vxx(t0, x0) + (λ− µ)v(t0, x0)− ρ(v(t0, x0))2eµt0

≥ (λ− µ)v(t0, x0)− ρ(v(t0, x0))2eµt0

so that, dividing by v(t0, x0) < 0,

u(t0, x0) = v(t0, x0)eµt0 ≤ −µ− λ
ρ

,

a contradiction. Consequently v, and hence u, has nonnegative values in [0, a]× [0, π].
Set now I = {a ∈ (0, τ(u0)) : u(t, x) ≥ 0 in [0, a] × [0, π]}. We have proved above

that I is not empty. Moreover, sup I = τ(u0). Indeed, if this is not true we may repeat
the above procedure with a0 := sup I instead of 0; we find another interval [a0, a0 + δ] in
which the solution is nonnegative, and this is a contradiction because of the definition of
a0.

Let us see a system from combustion theory. Here u and v are a concentration and a
temperature, respectively, both normalized and rescaled. The numbers L, ε, q are positive
parameters. Ω is a bounded open set in Rn with C2 boundary.

ut(t, x) = L∆u(t, x)− εuf(v), t > 0, x ∈ Ω,

vt(t, x) = ∆u(t, x) + quf(v), t > 0, x ∈ Ω,

∂u

∂ν
(t, x) = 0, v = 1, t > 0, x ∈ Ω,

u(0, x)(x) = u0(x), v(0, x) = v0(x), x ∈ Ω,

(6.23)

f is the Arrhenius function
f(v) = e−h/v,

with h > 0. The initial data u0 and v0 are continuous nonnegative functions, with u0 ≡ 1
at ∂Ω. Replacing the unknowns (u, v) by (u, v − 1), problem (6.23) may be reduced to
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a standard problem with zero Dirichlet boundary condition, which we locally solve using
the above techniques.

The physically meaningful solutions are such that u, v ≥ 0. Using the maximum
principle we can prove that for nonnegative initial data we get nonnegative solutions.

Let us consider u: if, by contradiction, there is a > 0 such that the restriction of u to
[0, a]×Ω has negative minimum, at a minimum point (t0, x0) we have t0 > 0, x0 ∈ Ω and

0 ≥ ut(t0, x0) = L∆u− εu(t0, x0)f(v(t0, x0)) > 0,

a contradiction. Therefore u cannot have negative values.
To study the sign of v it is again convenient to introduce the function z(t, x) :=

e−λtv(t, x) with λ > 0. If there is a > 0 such that the restriction of z to [0, a] × Ω has
negative minimum, at a minimum point (t0, x0) we have t0 > 0, x0 ∈ Ω and

0 ≥ zt(t0, x0) = ∆z(t0, x0)− λz(t0, x0) + qu(t0, x0)f(z(t0, x0)eλt0)e−λt0 > 0,

again a contradiction. Therefore, v too cannot have negative values.

Exercises 6.3.3

1. Let Ω be an open set in Rn with C1 boundary, and let x0 ∈ ∂Ω be a relative maximum
point for a C1 function v : Ω 7→ R. Prove that if the normal derivative of v vanishes
at x0 then all the partial derivatives of v vanish at x0.

If ∂Ω and v are C2, prove that we have also ∆v(x0) ≤ 0.

These properties have been used in the proof of proposition 6.19.

2. Prove that for each continuous nonnegative initial function u0 such that u0(0) =
u0(π) = 0, the solution to (6.22) exists in the large.
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Behavior near stationary solutions

Let A : D(A) ⊂ X 7→ X be a sectorial operator, and let F : X 7→ X be continuously
differentiable in a neighborhood of 0, satisfying (6.3) and such that

F (0) = 0, F ′(0) = 0. (7.1)

We shall study the stability of the null solution of

u′(t) = Au(t) + F (u(t)), t > 0. (7.2)

Thanks to theorem 6.1.1, for every initial datum u0 ∈ D(A) the initial value problem for
equation (7.2) has a unique classical solution u(·, u0) : [0, τ(u0)) 7→ X. The assumption
F (0) = 0 implies that equation (7.2) has the zero solution. The assumption F ′(0) = 0 is
not restrictive: if F ′(0) 6= 0 we replace A by A+F ′(0) and F (u) by G(u) = F (u)−F ′(0)u
whose Fréchet derivative vanishes at 0.

Definition 7.0.4 The null solution of (7.2) is said to be stable if for every ε > 0 there
exists δ > 0 such that

u0 ∈ D(A), ‖u0‖ ≤ δ =⇒ τ(u0) = +∞, ‖u(t;u0)‖ ≤ ε ∀t ≥ 0.

The null solution of (7.2) is said to be asymptotically stable if it is stable and moreover
there exists δ > 0 such that if ‖u0‖ ≤ δ then limt→+∞ u(t;u0) = 0.

The null solution of (7.2) is said to be unstable if it is not stable.

7.1 Linearized stability

The main assumption is

s(A) = sup{Reλ : λ ∈ σ(A)} < 0. (7.3)

Theorem 7.1.1 Let (7.3) hold. Then for every ω ∈ [0,−s(A)) there exist M = M(ω),
r = r(ω) > 0 such that if u0 ∈ D(A), ‖u0‖ ≤ r, we have τ(u0) =∞ and

‖u(t;u0)‖ ≤Me−ωt‖u0‖, t ≥ 0. (7.4)

Therefore, the null solution is asymptotically stable. Moreover, for every a > 0 we have

sup
t≥a
‖eωtu(t;u0)‖D(A) <∞. (7.5)

If in addition u0 ∈ D(A), Au0 + F (u0) ∈ D(A), then

sup
t≥0
‖eωtu(t;u0)‖D(A) <∞. (7.6)

81
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Proof — Let ρ > 0 such that

K(ρ) = sup
‖x‖≤ρ

‖F ′(x)‖L(X) <∞.

Since F ′ is continuous and F ′(0) = 0, we have

lim
ρ→0

K(ρ) = 0.

Let Y be the closed ball centered at 0 with radius ρ in C−ω([0,+∞);X), namely

Y = {u ∈ C−ω([0,+∞);X) : sup
t≥0
‖eωtu(t)‖ ≤ ρ}.

We look for the solution (6.1) as a fixed point of the operator Γ defined on Y by

(Γu)(t) = etAu0 +
∫ t

0
e(t−s)AF (u(s))ds, t ≥ 0.

If u ∈ Y then

‖F (u(t))‖ = ‖F (u(t))− F (0)‖ =
∥∥∥∥∫ 1

0
F ′(σu(t))u(t)dσ

∥∥∥∥
≤ K(ρ)‖u(t)‖ ≤ K(ρ)ρe−ωt, t ≥ 0,

(7.7)

so that F (u(·)) ∈ C−ω([0,+∞);X). Moreover σ(A) ∩ {λ ∈ C : Reλ ≥ −ω} = ∅, so
that we may use theorem 5.4.1(i) (with ω replaced now by −ω): we find that Γu ∈
C−ω([0,+∞);X), and moreover there exists C1 = C1(−ω) such that

‖Γu‖C−ω([0,+∞);X) ≤ C1

(
‖u0‖+ ‖F (u(·))‖C−ω([0,+∞);X)

)
. (7.8)

If ρ is so small that

K(ρ) ≤ 1
2C1

,

and
‖u0‖ ≤ r =

ρ

2C1
,

then Γu ∈ Y . Moreover, for u1, u2 ∈ Y we have

‖Γu1 − Γu2‖C−ω([0,+∞);X) ≤ C1‖F (u1(·))− F (u2(·))‖C−ω([0,+∞);X),

where

‖F (u1(t))− F (u2(t))‖ =
∥∥∥∥∫ 1

0
F ′(σu1(t) + (1− σ)u2(t))(u1(t)− u2(t))dσ

∥∥∥∥
≤ K(ρ)‖u1(t)− u2(t)‖.

It follows that

‖Γu1 − Γu2‖C−ω([0,+∞);X) ≤
1
2
‖u1 − u2‖C−ω([0,+∞);X),

so that Γ is a contraction with constant 1/2. Consequently there exists a unique fixed
point of Γ in Y , which is the solution of (6.1). Moreover from (7.7), (7.8) we get

‖u‖C−ω = ‖Γu‖C−ω ≤ C1(‖u0‖+K(ρ)‖u‖C−ω) ≤ C1‖u0‖+
1
2
‖u‖C−ω
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which implies (7.4), with M(ω) = 2C1(−ω). As far as (7.5) is concerned, since F (u(·)) ∈
C−ω([0,+∞);X) we find

u1(t) =
∫ t

0
e(t−s)AF (u(s))ds ∈ Cα−ω([0,∞);X), ∀α ∈ (0, 1),

moreover u2(t) = etAu0 ∈ Cα−ω([a,∞);X) for every a > 0; consequently u = u1 + u2 ∈
Cα−ω([a,∞);X) for every a > 0. Moreover by theorem 6.1.1 u(a) ∈ D(A), and Au(a) +
F (u(a)) = u′(a) ∈ D(A). From proposition 5.3.2 it follows that u ∈ C−ω([a,+∞);D(A)),
namely (7.5) holds. The last statement, as well as (7.6), follow from these considerations
and from theorem 6.1.1. �

7.1.1 Linearized instability

Assume now that 
σ+(A) = σ(A) ∩ {λ ∈ C : Reλ > 0} 6= ∅,

inf{Reλ : λ ∈ σ+(A)} = ω+ > 0.
(7.9)

Then it is possible to prove an instability result for the null solution. We shall use the
projection P defined by

P =
1

2πi

∫
γ+

R(λ,A)dλ,

γ+ being any regular path with range in Re λ > 0, with index 1 with respect to each
λ ∈ σ+(A).

Theorem 7.1.2 If (7.9) holds, the null solution of (7.2) is unstable. Specifically, there
exists r+ > 0 such that for every x ∈ P (X) satisfying ‖x‖ ≤ r+, the problem

v′(t) = Av(t) + F (v(t)), t ≤ 0,

Pv(0) = x,
(7.10)

has a backward solution v such that limt→−∞ v(t) = 0. (Taking xn = v(−n), we have
xn → 0 but since u(t;xn) = v(t−n) we have supt∈I(xn) ‖u(t;xn)‖ ≥ sup ‖v(t)‖, independent
of n, so that 0 is unstable).

Proof — Let ω ∈ (0, ω+), and let ρ+ > 0 be such that

sup
‖x‖≤ρ+

‖F ′(x)‖L(X) ≤
1

2C2(ω)
,

where C2(ω) is given by theorem 5.4.1(ii). Let Y+ be the closed ball centered at 0 with
radius ρ+ in Cω((−∞, 0];X). We look for a solution to (7.10) as a fixed point of the
operator Γ+ defined on Y+ by

(Γ+v)(t) = etAx+
∫ t

0
e(t−s)APF (v(s))ds+

∫ t

−∞
e(t−s)A(I − P )F (v(s))ds, t ≤ 0.

If v ∈ Y+, then F (v(·)) ∈ Cω((−∞, 0];X); moreover σ(A) ∩ {λ ∈ C : Re λ = ω} = ∅, so
that we may use theorem 5.4.1(ii), which implies Γ+v ∈ Cω((−∞, 0];X), and

‖Γ+v‖Cω((−∞,0];X) ≤ C2

(
‖x‖+ ‖F (v(·))‖Cω((−∞,0];X)

)
.

The rest of the proof is quite similar to the proof of theorem 7.1.1 and it is left as an
exercise. �
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7.1.2 The saddle point property

If A is hyperbolic we may show a saddle point property, constructing the so called stable
and unstable manifolds. We shall consider the forward problem (6.1) and the backward
problem 

v′(t) = Av(t) + F (v(t)), t ≤ 0,

v(0) = v0.
(7.11)

Theorem 7.1.3 Assume that

σ(A) ∩ iR = ∅, σ+(A) 6= ∅.

Set
−ω− = sup{Re λ : λ ∈ σ(A), Re λ < 0},

ω+ = inf{Re λ : λ ∈ σ(A), Re λ > 0},

and fix ω ∈ [0,min{ω+, ω−}). Then there exist r, ρ > 0 and two continuous functions

h : {x+ ∈ P (X) : ‖x+‖ ≤ r} 7→ D(A),

k : {x− ∈ (I − P )(X) : ‖x−‖ ≤ r} 7→ D(A),

such that setting

VI = VI(ω) = {h(x+) : x+ ∈ P (X), ‖x+‖ ≤ r},

VS = VS(ω) = {k(x−) : x− ∈ (I − P )(X) ∩D(A), ‖x−‖ ≤ r},

the following statements hold.

(i) For every u0 ∈ VS the classical solution u of (6.1) exists in the large, it belongs to
C−ω([0,+∞);X), and ‖u‖C−ω ≤ ρ. Conversely, if u0 ∈ D(A) is such that ‖(I −
P )u0‖ ≤ r and the solution of (6.1) exists in the large, belongs to C−ω([0,+∞), X),
and its norm is ≤ ρ, then u0 ∈ VS.

(ii) For every v0 ∈ VI the problem (7.11) has a solution v ∈ Cω((−∞, 0];X), such that
‖v‖Cω ≤ ρ. Conversely, if v0 is such that ‖Pv0‖ ≤ r and the problem (7.11) has a
solution belonging to Cω((−∞, 0];X), with norm ≤ ρ, then v0 ∈ VI .

Proof — Let us prove (i). Let ρ− > 0 be such that

sup
‖x‖≤ρ−

‖F ′(x)‖L(X) ≤
1

2C1(−ω)
,

where C1 is given by theorem 5.4.1. Set Y = B(0, ρ−) ⊂ C−ω([0,+∞);X). For each
u ∈ Y , F (u) ∈ C−ω([0,+∞);X). Since σ(A) ∩ {λ ∈ C : Reλ = −ω} = ∅, all the solutions
of (6.1) belonging to Y may be represented as

u(t) = etAx− +
∫ t

0
e(t−s)A(I − P )F (u(s))ds−

∫ +∞

t
e(t−s)APF (u(s))ds, t ≥ 0,

with any x− ∈ (I−P )(X)∩D(A). So, fix x− ∈ (I−P )(X)∩D(A) with ‖x−‖ ≤ r− where
r− > 0 has to be chosen, and look for a fixed point of the operator Γ− defined on Y− by

(Γ−u)(t) = etAx− +
∫ t

0
e(t−s)A(I − P )F (u(s))ds−

∫ +∞

t
e(t−s)APF (u(s))ds.
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Arguing as in the proof of theorem 7.1.1 one sees that Γ− is a contraction with constant
1/2, and that if

r− =
ρ−

2C1(−ω)
then Γ− maps Y into itself, so that it has a unique fixed point u− ∈ Y , such that

‖u−‖C−ω([0,+∞);X) ≤ 2C1(−ω)‖x−‖. (7.12)

Moreover, the function

(D(A) ∩ (I − P )(X) ∩B(0, r−))× Y 7→ C−ω([0,+∞);X); (x−, u) 7→ Γ−u

is continuous, so that the fixed point of Γ depends continuously on x− thanks to the
contraction theorem depending on a parameter. Moreover the function k : (I − P )(X) ∩D(A) ∩B(0, r−) 7→ D(A),

k(x) = u−(0),

is continuous. The solution of (6.1) with initial datum u0 = u−(0) coincides with u−, so
that it belongs to C−ω([0,+∞);X) and its norm is ≤ ρ−.

Let now u0 ∈ (I − P )(X) ∩ D(A) be such that ‖(I − P )u0‖ ≤ r−, and that the
solution of (6.1) belongs to C−ω([0,+∞);X) and has norm ≤ ρ−. Then, since F (u(·)) ∈
C−ω([0,+∞);X), by theorem 5.4.1(i) we have, for t ≥ 0,

u(t) = etA(I − P )u0 +
∫ t

0
e(t−s)A(I − P )F (u(s))ds−

∫ ∞
t

e(t−s)AF (u(s))ds,

so that u is a fixed point of the operator Γ− if we choose x− = (I−P )u0. Since there exists
a unique fixed point of Γ− with norm ≤ ρ−, then u0 = k((I − P )u0), namely u0 ∈ VS .
Statement (i) is proved.

The proof of statement (ii) is quite similar: one follows the proof of theorem 7.1.2 and
one sets  h : P (X) ∩B(0, r+) 7→ D(A),

h(x) = v(0),

where v is the fixed point of the operator Γ+ in Y+, which exists if r+ = ρ+/2C2(ω).
We take finally r = min{r−, r+}, ρ = min{ρ−, ρ+}. �

Remark 7.1.4 The stable manifold VS (respectively, the unstable manifold VI) is tangent
at the origin to (I −P )(X) (respectively, to P (X)), in the sense that k (respectively, h) is
Fréchet differentiable at 0 with derivative k′(0) = I|(I−P )(X) (respectively, h′(0) = I|P (X)).
Indeed, since by (7.12), ‖u−‖C−ω ≤ 2C1‖x−‖, then we have

‖F (u−(·))‖C−ω ≤ sup
‖x‖≤ρ−

‖F ′(x)‖L(X)2C1‖x−‖ = K(ρ−)‖x−‖.

Consequently

‖k(x−)− x−‖ = ‖u−(0)− (I − P )u−(0)‖ = ‖Pu−(0)‖

=
∥∥∥∥∫ +∞

0
e−sAPF (u−(s))ds

∥∥∥∥ ≤ C1‖F (u−(·))‖C−ω ≤ C1K(ρ−)‖x−‖.

Given ε > 0, let ρ1 > 0 be such that C1K(ρ1) < ε; for every x− ∈ (I − P )(X) ∩ D(A)
with ‖x−‖ ≤ ρ1/2C1 we have ‖k(x−)− x−‖/‖x−‖ ≤ ε.

The proof of the statement concerning the function h is similar.
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Remark 7.1.5 The proof of theorem 7.1.2 works also for ω = 0, and this implies that if
u : [0,+∞) 7→ X is a solution of (6.1) with supt≥0 ‖u(t)‖ sufficiently small, then in fact u
decays exponentially to 0, and u0 ∈ VS(ω) with ω > 0. Indeed, if supt≥0 ‖u(t)‖ is small,
then also (I − P )u0 is small, and hence u is the fixed point of the operator Γ relevant to
the case ω = 0, with x− = (I − P )u0. On the other hand, for the same choice of x−, Γ
has also a fixed point in C−ω([0,+∞);X), and the two fixed points coincide.

Similarly, since ω > 0, if v : (−∞, 0] 7→ X is a backward solution of (6.1) and
supt≤0 ‖v(t)‖ is sufficiently small, then v decays exponentially to 0 as t → −∞, and
v(0) ∈ VI(ω).

Remark 7.1.6 In the case ω > 0, VS and VI enjoy the following invariance property: if
u0 ∈ VS (respectively, u0 ∈ VI), then there exists t0 such that u(t;u0) ∈ VS for every
t ≥ t0 (respectively, for every t ≤ t0).

Indeed, we know already that if u0 ∈ VS then u(·;u0) concides with the fixed point
u of the operator Γ− relevant to the initial datum x− = (I − P )u0. In particular, for
t ≥ t0 ≥ 0,

u(t) = e(t−t0)A(I − P )u(t0) +
∫ t

t0

e(t−σ)A(I − P )F (u(σ))dσ

−
∫ +∞

t
e(t−σ)APF (u(σ))dσ,

so that, setting t = t0 + s, for s > 0 we obtain, by the changement of variable σ = τ + t0
in the integrals,

u(s+ t0) = esA(I − P )u(t0) +
∫ s

0
e(s−τ)A(I − P )F (u(t0 + τ))dτ

−
∫ +∞

s
e(s−τ)APF (u(t0 + τ))dτ,

namely the function v(s) = u(s+t0) is a fixed point of the operator Γ relevant to the initial
datum y = (I − P )u(t0). It follows that k ((I − P )u(t0)) = u(t0), that is u(t0) belongs
to the range of k. Moreover, since u decays exponentially, if t0 is sufficiently large then
‖(I − P )u(t0;u0)‖ ≤ r−, so that u(t0;u0) ∈ VS . Similar arguments hold if VS is replaced
by VI .

Up to now we assumed F (0) = 0, so that the problem (7.2) has the stationary (= in-
dependent of time) solution u(t) ≡ 0. Concerning the stability of other possible stationary
solutions, that is of the u ∈ D(A) such that

Au+ F (u) = 0,

we reduce to the case of the null stationary solution by defining a new unknown

v(t) = u(t)− u,

and studying the problem

v′(t) = Av(t) + F (v(t) + u) +Au,

which has the stationary solution v ≡ 0.
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7.2 Examples

7.2.1 A Cauchy-Dirichlet problem

Let Ω be a bounded open set in Rn with C2 boundary ∂Ω, and let u0 ∈ C(Ω) vanish on
the boundary, let f : R 7→ R be continuously differentiable and such that f(0) = 0. We
study the stability of the null solution of

ut(t, x) = ∆u(t, x) + f(u(t, x)), t > 0, x ∈ Ω

u(t, x) = 0, t > 0, x ∈ Ω.
(7.13)

The local existence and uniqueness theorem 6.1.1 may be applied to the initial value
problem for equation (7.13),

u(0, x) = u0(x), x ∈ Ω, (7.14)

choosing as usual X = C(Ω). The function

F : X 7→ X, (F (ϕ))(x) = f(ϕ(x)),

is continuously differentiable, and

F (0) = 0, (f ′(0)ϕ)(x) = f ′(0)ϕ(x), ∀ϕ ∈ X.

Then, set 
A : D(A) = {ϕ ∈

⋂
p≥1W

2,p(Ω) : ∆ϕ ∈ C(Ω), ϕ|∂Ω=0} 7→ X,

Aφ = ∆ϕ+ F ′(0)ϕ.

A is a sectorial operator, and the spectrum of A consists of a sequence of real eigenvalues
which tends to −∞, given by

µn = −λn + f ′(0), n ∈ N,

{−λn}n∈N being the sequence of the eigenvalues of ∆ with Dirichlet boundary condition.
The assumption that u0 ∈ C(Ω) vanishes on the boundary implies that u0 ∈ D(A).

Theorem 6.1.1 guarantees the existence of a unique local solution u : [0, τ(u0)) 7→ X of
the abstract problem (6.1). Setting as usual

u(t, x) := u(t)(x), t ∈ [0, τ(u0)), x ∈ Ω,

the function u is continuous in [0, τ(u0)) × Ω, continuously differentiable with respect to
time for t > 0, and it satisfies (7.13), (7.14).

Concerning the stability of the null solution, theorem 7.1.1 implies that if supλ∈σ(A)

Reλ < 0, that is, if
f ′(0) < λ1,

(−λ1 being the first eigenvalue of ∆), then the null solution of (7.13) is exponentially
stable: for every ω ∈ (0, λ1 − f ′(0)) there exist r, C > 0 such that if ‖u0‖∞ ≤ r, then

τ(u0) = +∞, |u(t, x)| ≤ Ce−ωt‖u0‖∞ ∀t ≥ 0, x ∈ Ω.

On the contrary, if
f ′(0) > λ1,

then there are elements in the spectrum of A with positive real part. Since they are
isolated they satisfy condition (7.9). Theorem 7.1.2 implies that the null solution of
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(7.13) is unstable: there exist δ > 0 and initial data u0 with ‖u0‖∞ arbitrarily small, but
supt≥0, x∈Ω |u(t, x)| ≥ δ.

If in addition
f ′(0) 6= λn ∀n ∈ N,

then the assumptions of theorem 7.1.3 hold, so that there exist the stable and the unstable
manifolds. The unstable manifold is finite dimensional because it is the graph of a function
defined in P (X) which is the space spanned by the finitely many eigenfunctions of ∆
corresponding to the eigenvalues −λn such that f ′(0)− λn > 0.

The critical case of stability
f ′(0) = λ1,

where the sup of the real parts of the elements of σ(A) is zero, is more difficult and other
tools are needed to study it.

7.2.2 A Cauchy-Neumann problem

Similar considerations hold for the problem
ut(t, x) = ∆u(t, x) + f(u(t, x)), t > 0, x ∈ Ω

∂u/∂ν(t, x) = 0, t > 0, x ∈ Ω,
(7.15)

where ν = ν(x) is the exterior normal vector to ∂Ω at x. For every continuous initial
datum u0 we write (7.15)-(7.15) in the abstract form (7.2) choosing X = C(Ω), F (ϕ)(x) =
f(ϕ(x)), and

A : D(A) = {ϕ ∈
⋂
p≥1W

2,p(Ω) : ∆ϕ ∈ C(Ω), ∂ϕ/∂ν = 0} 7→ X,

Aφ = ∆ϕ+ f ′(0)ϕ.

A is a sectorial operator by theorem 2.5.2. The spectrum of A consists of a sequence of
real eigenvalues which goes to −∞, given again by

µn = −λn + f ′(0), n ∈ N,

{−λn}n∈N being the ordered sequence of the eigenvalues of ∆ with Neumann boundary
condition. So, λ1 = 0 and −λn < 0 for n > 1.

Theorem 6.1.1 guarantees the existence of a unique local solution u : [0, τ(u0)) 7→ X
of the abstract problem (6.1). Setting

u(t, x) = u(t)(x), t ∈ [0, τ(u0)), x ∈ Ω,

the function u is continuous in [0, τ(u0)) × Ω, continuously differentiable with respect to
time for t > 0, and it satisfies (7.15), (7.14).

Concerning the stability of the null solution, theorem 7.1.1 imples that if supλ∈σ(A)

Reλ < 0, that is, if
f ′(0) < 0,

then the null solution of (7.15) is exponentially stable: for every ω ∈ (0,−f ′(0)) there
exist r, C > 0 such that if ‖u0‖∞ ≤ r, then

τ(u0) = +∞, |u(t, x)| ≤ Ce−ωt‖u0‖∞ ∀t ≥ 0, x ∈ Ω.

If
f ′(0) > 0,
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then there are elements in the spectrum of A with positive real part. Since they are
isolated they satisfy condition (7.9). Theorem 7.1.2 implies that the null solution of (7.15)
is unstable.

If in addition
f ′(0) 6= λn ∀n ∈ N,

then the assumptions of theorem 7.1.3 hold, so that there exist the stable and unstable
manifolds. Also in this case the unstable manifold is finite dimensional because it is the
graph of a function defined in P (X) which is the space spanned by the finitely many
eigenfunctions of ∆ corresponding to the eigenvalues −λn > −f ′(0).
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Appendix A

Vector-valued integration

In this appendix we collect a few basic results on calculus for Banach space valued functions
defined in a real interval. These results are assumed to be either known to the reader, or
at least not surprising at all, as they follow quite closely the finite-dimensional theory.

Let I ⊂ R be an interval, and let X be a Banach space, whose dual is denoted by
X ′, with duality bracket < x, x′ >. We denote by C(I;X) the vector space of continuous
functions u : I 7→ X, by B(I;X) the space of the bounded functions, endowed with the
sup-norm

‖u‖∞ = sup
t∈I
‖u(t)‖.

We also set Cb(I;X) = C(I;X) ∩ B(I;X). The definition of the derivative is readily
extended to the present situation: a function f ∈ C(I;X) is differentiable at t0 ∈ I if the
following limit exists

lim
t→t0

f(t)− f(t0)
t− t0

.

As usual, the limit is denoted by f ′(t0) and is called derivative of f at t0. In an analogous
way we can define right and left derivatives.

For every k ∈ N (resp., k = ∞), Ck(I;X) denotes the space of X-valued functions
with continuous derivatives in I up to the order k (resp., of any order).

Let us define the Riemann integral of an X-valued function on a real interval.
Let f : [a, b]→ X be a bounded function. If there is x ∈ X such that for every ε > 0

there is a δ > 0 such that for every partition P = {a = t0 < t1 < . . . < tn = b} of [a, b]
with ti − ti−1 < δ for all i and for any choice of the points ξi ∈ [ti−1, ti] it follows∥∥∥x− n∑

i=1

f(ξi)(ti − ti−1)
∥∥∥ < ε,

we say that f is integrable on [a, b] and set∫ b

a
f(t)dt = x.

generalized integrals of unbounded functions, or on unbounded intervals can be defined as
in the real-valued case. From the above definition we obtain immediately the following

Proposition A.1.1 Let α, β ∈ C, f, g be integrable on [a, b] with values in X.

(a)
∫ b
a (αf(t) + βg(t))dt = α

∫ b
a f(t)dt+ β

∫ b
a g(t)dt;

(b) ||
∫ b
a f(t)dt|| ≤ supt∈[a,b] ||f(t)||(b− a);

(c) <
∫ b
a f(t)dt, x′ >=

∫ b
a < f(t), x′ > dt for all x′ ∈ X ′;

91
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(d) ||
∫ b
a f(t)dt|| ≤

∫ b
a ||f(t)||dt;

(e) A
∫ b
a f(t)dt =

∫ b
a Af(t)dt for all A ∈ B(X,Y ), where Y is another Banach space;

(f) if (fn) is a sequence of continuous functions and there is f such that

lim
n

max
t∈[a,b]

||fn(t)− f(t)|| = 0,

then limn

∫ b
a fn(t)dt =

∫ b
a f(t)dt.

It is also easy to generalize to the present situation the fundamental theorem of elementary
calculus. The proof is the same as for the real-valued case.

Theorem A.1.2 (Calculus Fundamental Theorem) Let f : [a, b] → X be continu-
ous. Then the integral function

F (t) =
∫ t

a
f(s) ds

is differentiable, and F ′(t) = f(t) for every t ∈ [a, b].

Let us now come to review some basic facts concerning vector-valued functions of a
complex variable.

Let Ω be an open subset of C, f : Ω→ X be a continuous function and γ : [a, b]→ Ω
be a C1-curve. The integral of f along {γ} is defined by∫

γ
f(z)dz =

∫ b

a
f(γ(t))γ′(t)dt.

Let Ω be an open subset of C and f : Ω→ X a continuous function.

Definition A.1.3 f is holomorphic in Ω if for each z0 ∈ Ω the limit

lim
z→z0

f(z)− f(z0)
z − z0

= f ′(z0)

exists in the norm of X.
f is weakly holomorphic in Ω if the complex-valued functions Ω 3 z 7→< f(z), x′ > are
holomorphic in Ω for every x′ ∈ X ′.

Clearly, any holomorphic function is weakly holomorphic; actually, the converse is also
true, as the following theorem shows.

Theorem A.1.4 Let f : Ω → X be a weakly holomorphic function. Then f is holomor-
phic.

Proof. Let B̄(z0, r) be a closed ball contained in Ω; we prove that for all z ∈ B(z0, r) the
following Cauchy integral formula holds:

f(z) =
1

2πi

∫
∂B(z0,r)

f(ξ)
ξ − z

dξ. (A.1)

First of all, we observe that the right hand side is well-defined since f is continuous.
Since f is weakly holomorphic in Ω, the complex-valued function Ω 3 z 7→< f(z), x′ >
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is holomorphic in Ω for all x′ ∈ X ′, and hence the ordinary Cauchy integral formula in
B(z0, r) holds, i.e.,

< f(z), x′ >=
1

2πi

∫
∂B(z0,r)

< f(ξ), x′ >
ξ − z

dξ =<
1

2πi

∫
∂B(z0,r)

f(ξ)
ξ − z

dξ, x′ >;

by the arbitrariness of x′ ∈ X ′, we obtain (A.1). Differentiating under the integral sign,
we deduce that f is holomorphic and that

f (n)(z) =
n!

2πi

∫
∂B(z0,r)

f(ξ)
(ξ − z)n+1

dξ

for all z ∈ B(z0, r) and n ∈ N. �

Definition A.1.5 Let f : Ω→ X be a vector-valued function. We say that f has a power
series expansion around a point z0 ∈ Ω if there exists r > 0 such that B(z0, r) ⊂ Ω and

f(z) =
∞∑
n=0

an(z − z0)n in B(z0, r),

where (an) ⊂ X and the series is norm-convergent.

Theorem A.1.6 Let f : Ω → X be a vector-valued function; then f is holomorphic if
and only if f has a power series expansion around every point of Ω.

Proof. Assume that f is holomorphic in Ω. Then, if z0 ∈ Ω and B(z0, r) ⊂ Ω, Cauchy
integral formula (A.1) holds for every z ∈ B(z0, r).

Fix z ∈ B(z0, r) and observe that the series

∞∑
n=0

(z − z0)n

(ξ − z0)n+1
=

1
ξ − z

converges uniformly for ξ in ∂B(z0, r), since
∣∣ z−z0
ξ−z0

∣∣ < r−1|z − z0|. Consequently, by (A.1)
and Proposition A.1.1(f), we obtain

f(z) =
1

2πi

∫
∂B(z0,r)

f(ξ)
∞∑
n=0

(z − z0)n

(ξ − z0)n+1
dξ

=
∞∑
n=0

[ 1
2πi

∫
∂B(z0,r)

f(ξ)
(ξ − z0)n+1

dξ
]
(z − z0)n,

the series being norm-convergent.
Suppose, conversely, that

f(z) =
∞∑
n=0

an(z − z0)n in B(z0, r),

where (an) ⊂ X and the series is norm-convergent. Then, for each x′ ∈ X ′,

< f(z), x′ >=
∞∑
n=0

< an, x
′ > (z − z0)n in B(z0, r).

This means that the complex-valued function Ω 3 z 7→< f(z), x′ > is holomorphic in
B(z0, r) for all x′ ∈ X ′ and hence f is holomorphic by Theorem A.1.4. �

Let us now extend some classical theorems in complex analysis to the case of vector-
valued holomorphic functions.
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Theorem A.1.7 (Cauchy Theorem) Let f : Ω→ X be holomorphic in Ω and let D be
a regular domain contained in Ω. Then∫

∂D
f(z)dz = 0.

Proof. For each x′ ∈ X ′ the complex-valued function Ω 3 z 7→< f(z), x′ > is holomorphic
in Ω and hence

0 =
∫
∂D

< f(z), x′ > dz =<
∫
∂D

f(z)dz, x′ > .

�

Remark A.1.8 [generalized complex integrals] As in the case of vector-valued func-
tions defined on a real interval, it is possible to define generalized complex integrals in an
obvious way. Let f : Ω→ X be holomorphic, with Ω ⊂ C possibly unbounded. If I = (a, b)
is a (possibly unbounded) interval and γ : I → C is a (piecewise) C1 curve in Ω, then we
set ∫

γ
f(z)dz = lim

s→a+

t→b−

∫ t

s
f(γ(τ))γ′(τ)dτ,

provided that the limit exists in X. In particular, it is easily seen, as in the elementary
case, that if γ′ is bounded and for some c > 0, α > 1 the estimate ‖f(z)‖ ≤ c|z|−α holds
on γ for large |z|, then the integral

∫
γ f is convergent.

To prove that Laurent expansion holds also for vector-valued holomorphic functions
we need the following lemma.

Lemma A.1.9 Let (an) be a sequence in X. Suppose that the power series

∞∑
n=0

< an, x
′ > (z1 − z0)n, z1 6= z0,

converges for all x′ ∈ X ′. Then the power series
∑∞

n=0 an(z − z0)n converges in norm for
all z with |z − z0| < |z1 − z0|.

Proof. We have, for all x′ ∈ X ′,

lim
n
< an, x

′ > (z1 − z0)n = 0;

by the uniform boundedness principle, there exists M > 0 such that ‖an(z1 − z0)n‖ ≤M
for all natural n. Putting q =

∣∣ z−z0
z1−z0

∣∣ < 1, we have

‖an(z − z0)n‖ = ‖an(z1 − z0)n‖qn ≤Mqn,

and the assertion follows. �

Theorem A.1.10 (Laurent expansion) Let f : D = {z ∈ C : r < |z − z0| < R} → X
be holomorphic. Then, for every z ∈ D

f(z) =
+∞∑

n=−∞
an(z − z0)n,

where
an =

1
2πi

∫
C

f(z)
(z − z0)n+1

dz

and C = {z : |z − z0| = %}, r < % < R.
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Proof. Since for each x′ ∈ X ′ the function D 3 z 7→< f(z), x′ > is holomorphic the usual
Laurent expansion holds, that is

< f(z), x′ >=
+∞∑

n=−∞
an(x′)(z − z0)n

where the coefficients (an(x′)) are given by

an(x′) =
1

2πi

∫
C

< f(z), x′ >
(z − z0)n+1

dz.

By Proposition A.1.1(c), it follows that

an(x′) =< an, x
′ >

where the an are those indicated in the statement; the assertion then follows from Lemma
A.1.9. �

Exercises

A.1 Given a function u : [a, b] × [0, 1] → R, set U(t)(x) = u(t, x). Show that U ∈
C([a, b];C([0, 1])) if and only if u is continuous, and that U ∈ C1([a, b];C([0, 1])) if
and only if u is continuous, differentiable with respect to t and the derivative ut is
continuous.

A.2 Let f : I → X be a continuous function. Prove that if f admits a continuous
right-derivative on I, then it is differentiable in I.

A.3 Let f : [a, b]→ X be a continuous function. Show that f is integrable.

A.4 Prove Proposition A.1.1.

A.5 Show that if f : (a, b] → X is continuous and ‖f(t)‖ ≤ g(t) for all t ∈ (a, b], with g
integrable in [a, b], then the generalized integral of f on [a, b] is convergent.

A.6 Let I1, I2 be two real intervals, and let g : I1× I2 → X be continuous, and such that
for every (λ, t) ∈ I1 × I2 the inequality ‖g(λ, t)‖ ≤ ϕ(t) holds, with ϕ integrable in
I2. Prove that the function

G(λ) =
∫
I2

g(λ, t)dt, λ ∈ I1

is continuous in I1. Show that if g is differentiable with respect to λ, gλ is continuous
and ‖gλ(λ, t)‖ ≤ ψ(t) with ψ integrable in I2, then G is differentiable in I1 and

G′(λ) =
∫
I2

gλ(λ, t)dt, λ ∈ I1.
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Basic Spectral Theory

In this appendix we collect a few basic results on elementary spectral theory, in order to
fix the notation used in the lectures and to give easy references.

Let us denote by L(X) the Banach algebra of linear and continuous operators T : X →
X, endowed with the norm

‖T‖ = sup
x∈X: ‖x‖=1

‖Tx‖ = sup
x∈X\{0}

‖Tx‖
‖x‖

.

If D(L) is a vector subspace of X and L : D(L) → X is linear, we say that L is closed if
its graph

GL = {(x, y) ∈ X ×X : x ∈ D(L), y = Lx}

is a closed set of X × X. In an equivalent way, L is closed if and only if the following
implication holds:

{xn} ⊂ D(L), xn → x, Lxn → y =⇒ x ∈ D(L), y = Lx.

We say that L is closable if there is an (obviously unique) operator L, whose graph is the
closure of GL. It is readily checked that L is closable if and only if the implication

{xn} ⊂ D(L), xn → 0, Lxn → y =⇒ y = 0.

holds. If L : D(L) ⊂ X → X is a closed operator, we endow D(L) with its graph norm

‖x‖D(L) = ‖x‖+ ‖Lx‖.

D(L) turns out to be a Banach space and L : D(L)→ X is continuous.
Let us prove some useful lemmas.

Lemma B.1.1 Let X, Y be two Banach spaces, let D be a subspace of X, and let {An}n≥0

be a sequence of continuous linear operators from X to Y such that

‖An‖ ≤M, ∀n ∈ N, lim
n→∞

Anx = A0x ∀x ∈ D.

Then
lim
n→∞

Anx = A0x ∀x ∈ D,

where D is the closure of D in X.

Proof. Let x ∈ D and ε > 0 be given. For y ∈ D with ‖x − y‖ ≤ ε and for every n ∈ N
we have

‖Anx−A0x‖ ≤ ‖An(x− y)‖+ ‖Any −A0y‖+ ‖A0(y − x)‖.
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If n0 is such that ‖Any −A0y‖ ≤ ε for every n > n0, we have

‖Anx−A0x‖ ≤Mε+ ε+ ‖A0‖ε

for all n ≥ n0. �

Lemma B.1.2 Let A : D(A) ⊂ X → X be a closed operator, I a real interval with
endpoints a, b (−∞ ≤ a < b ≤ +∞) and let f : I → D(A) be such that the functions
t 7→ f(t), t 7→ Af(t) are integrable on I. Then∫ b

a
f(t)dt ∈ D(A), A

∫ b

a
f(t)dt =

∫ b

a
Af(t)dt.

Proof. Assume first that I is compact. Set x =
∫ b
a f(t)dt, let us choose a sequence

Pk = {a = tk0 < . . . < tknk = b} of partitions of [a, b] such that maxi=1,...,nk(tki −tki−1) < 1/k.
Let ξki ∈ [tki , t

k
i−1] for i = 0, . . . , nk, and consider

Sk =
nk∑
i=1

f(ξi)(ti − ti−1).

All Sk are in D(A), and

ASk =
n∑
i=1

Af(ξi)(ti − ti−1).

Since both f and Af are integrable, Sk tends to x and ASk tends to y =
∫ b
a Af(t)dt,

and since A is closed, x belongs to D(A) and Ax = y. Let now I be unbounded, say
I = [a,+∞); then, for every b > a the equality

A

∫ b

a
f(t)dt =

∫ b

a
Af(t)dt

holds. By hypothesis∫ b

a
Af(t)dt →

∫ ∞
a

Af(t)dt and
∫ b

a
f(t)dt →

∫ ∞
a

f(t)dt as b→ +∞,

hence

A

∫ b

a
f(t)dt→

∫ ∞
a

Af(t)dt

and, by the closedness of A, the thesis follows. �

Given an operator (not necessarily closed) A : D(A) ⊂ X → X, define its adjoint
A′ : D(A′) ⊂ X ′ → X ′ through

D(A′) = {y ∈ X ′ : ∃ z ∈ X ′ such that 〈Ax, y〉 = 〈x, z〉 ∀ x ∈ D(A)},
A′y = z for y, z as above.

Notice that (A′, D(A′)) is always a closed operator.
Let us now introduce the notions of resolvent and spectrum of a linear operator.

Definition B.1.3 Let A : D(A) ⊂ X → X be a linear operator. The resolvent set ρ(A)
and the spectrum σ(A) of A are defined by

ρ(A) = {λ ∈ C : ∃ (λI −A)−1 ∈ L(X)}, σ(A) = C\ρ(A). (B.1)

The complex numbers λ ∈ σ(A) such that λI − A is not injective are the eigenvalues
of A, and the elements x ∈ D(A) such that x 6= 0, Ax = λx are the eigenvectors (or
eigenfunctions, when X is a function space) of A relative to the eigenvalue λ. The set
σp(A) whose elements are the eigenvalues of A is the point spectrum of A.
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If λ ∈ ρ(A), set
(λI −A)−1 = R(λ,A) (B.2)

and R(λ,A) is the resolvent operator or briefly resolvent.
It is easily seen (cf Exercise 1 below) that if ρ(A) 6= ∅ then A is closed.
Let us recall some simple properties of resolvent and spectrum. First of all, it is clear

that if A : D(A) ⊂ X → X and B : D(B) ⊂ X → X are linear operators such that
R(λ0, A) = R(λ0, B) for some λ0 ∈ C, then D(A) = D(B) and A = B. In fact,

D(A) = RangeR(λ0, A) = RangeR(λ0, B) = D(B),

and for every x ∈ D(A) = D(B), set y = λ0x− Ax, one has x = R(λ0, A)y = R(λ0, B)y,
and this, applying λ0I − B, implies λ0x − Bx = y, so that λ0x − Ax = λ0x − Bx and
therefore Ax = Bx.

The following formula, called resolvent identity, can be easily verified:

R(λ,A)−R(µ,A) = (µ− λ)R(λ,A)R(µ,A), ∀ λ, µ ∈ ρ(A). (B.3)

In fact, write

R(λ,A) = [µR(µ,A)−AR(µ,A)]R(λ,A)
R(µ,A) = [λR(λ,A)−AR(λ,A)]R(µ,A)

and subtract the above equations; taking into account that R(λ,A) and R(µ,A) commute,
we get (B.3).

The resolvent identity characterizes the resolvent operators, as specified in the following
proposition.

Proposition B.1.4 Let Ω ⊂ C be an open set, and let {F (λ) : λ ∈ Ω} ⊂ L(X) be linear
operators verifying the resolvent identity

F (λ)− F (µ) = (µ− λ)F (λ)F (µ), ∀λ, µ ∈ Ω.

If for some λ0 ∈ Ω, the operator F (λ0) is invertible, then there is a linear operator A :
D(A) ⊂ X → X such that ρ(A) contains Ω, and R(λ,A) = F (λ) for all λ ∈ Ω.

Proof. Fix λ0 ∈ Ω, and set

D(A) = Range F (λ0), Ax = λ0x− F (λ0)−1x ∀x ∈ D(A).

For λ ∈ Ω and y ∈ X the resolvent equation λx − Ax = y is equivalent to (λ − λ0)x +
F (λ0)−1x = y. Applying F (λ) we obtain (λ − λ0)F (λ)x + F (λ)F (λ0)−1x = F (λ)y, and
using the resolvent identity it is easily seen that

F (λ)F (λ0)−1 = F (λ0)−1F (λ) = (λ0 − λ)F (λ) + I.

Hence, if x is solution of the resolvent equation, then x = F (λ)y. Let us check that
x = F (λ)y is actually a solution. In fact, λ0F (λ)y + F (λ0)−1F (λ) = y, and therefore λ
belongs to ρ(A) and the equality R(λ,A) = F (λ) holds. �

Next, let us show that ρ(A) is an open set.

Proposition B.1.5 Let λ0 be in ρ(A). Then, |λ− λ0| < 1
‖R(λ0,A)‖ implies that λ belongs

to ρ(A) and the equality

R(λ,A) = R(λ0, A)(I + (λ− λ0)R(λ0, A))−1 (B.4)

holds. As a consequence, ρ(A) is open and σ(A) is closed.
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Proof. In fact,
(λ−A)(I + (λ− λ0)R(λ0, A))(λ0 −A

Since ‖(λ − λ0)R(λ0, A)‖ < 1, the operator I + (λ − λ0)R(λ0, A) is invertible and has a
continuous inverse (see Exercise (B.2)). Hence,

R(λ,A) = R(λ0, A)(I + (λ− λ0)R(λ0, A))−1

�

Further properties of the resolvent operator are listed in the following proposition.

Proposition B.1.6 The function R(·, A) is holomorphic in ρ(A) and the equalities

R(λ,A) =
∞∑
n=0

(−1)n(λ− λ0)nRn+1(λ0, A) (B.5)

dnR(λ,A)
dλn |λ=λ0

= (−1)nn!Rn+1(λ0, A) (B.6)

hold.

Proof. (i) If |λ− λ0| < 1
‖R(λ0,A)‖ , from (B.4) we deduce

R(λ,A) = R(λ0, A)
∞∑
n=0

(−1)n(λ− λ0)nR(λ0, A)n =
∞∑
n=0

(−1)n(λ− λ0)nR(λ0, A)n+1

and the statement follows. �

Proposition B.1.5 implies also that the resolvent set is the domain of analyticity of the
function λ 7→ R(λ,A).

Corollary B.1.7 The domain of analyticity of the function λ 7→ R(λ,A) is ρ(A), and
the estimate

‖R(λ,A)‖L(X) ≥
1

dist(λ, σ(A))
. (B.7)

holds.

Proof. It suffices to prove (B.7), because it proves that R(·, A) is unbounded approaching
σ(A). From Proposition B.1.5 for every λ ∈ ρ(A) we get that if |z−λ| < 1/‖R(λ,A)‖L(X)

then z ∈ ρ(A), and then dist (λ, σ(A)) ≥ 1/‖R(λ,A)‖L(X), from which (B.7) follows. �

Let us recall also some spectral properties of bounded operators.

Proposition B.1.8 Let us consider T ∈ L(X); the power series

F (z) =
∞∑
k=0

zkT k, z ∈ C. (B.8)

(called Neumann series of (I − zT )−1) is norm-convergent in the disk B(0, 1/r(T )), where

r(T ) = lim sup
n→∞

n
√
‖Tn‖.

Moreover, |z| < 1/r(T ) implies

F (z) = (I − zT )−1 (B.9)

and |z| < 1/‖T‖ implies

‖(I − zT )−1‖ ≤ 1
1− |z| ‖T‖

(B.10)
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Proof. The convergence of (B.8) in the disk B(0, r(T )) easily follows from the root
criterion applied to the scalar series

∑∞
k=1 ‖T k‖ |z|k. To prove equation (B.9), it suffices

to check that if |z| < 1/r(T ) then

(I − zT )F (z) = F (z)(I − zT ) = I

Finally, (B.10) follows from the inequality

‖F (z)‖ ≤
∞∑
k=0

|z|k‖T‖k =
1

1− |z| ‖T‖
.

�

Proposition B.1.9 Consider T ∈ L(X). Then the following properties hold.

(i) σ(T ) is contained in the disk B(0, r(T )) and if |λ| > r(T ) then λ ∈ ρ(T ), and the
equality

R(λ, T ) =
∞∑
k=0

T kλ−k−1. (B.11)

holds. For this reason, r(T ) is called spectral radius of T . Moreover, |λ| > ‖T‖
implies

‖R(λ, T )‖ ≤ 1
|λ| − ‖T‖

(B.12)

(ii) σ(T ) is non-empty.

Proof. (i) follows from Proposition B.1.8, noticing that, for λ 6= 0, λ−T = λ(I−(1/λ)T ).
(ii) Suppose by contradiction that σ(T ) = ∅. Then, R(·, T ) is an entire function, and then
for every x ∈ X, x′ ∈ X ′ the function 〈R(·, T )x, x′〉 is entire and tends to 0 at infinity and
then is constant by Liouville theorem. As a consequence, R(λ, T ) = 0 for all λ ∈ C, which
is absurd. �

Exercises

B.1 Show that if A : D(A) ⊂ X → X has non-empty resolvent set, then A is closed.

B.2 Show that if A ∈ L(X) and ‖A‖ < 1 then I +A is invertible, and

(I +A)−1 =
∞∑
k=0

(−1)kAk.

B.3 Show that for every α ∈ C the equalities σ(αA) = ασ(A), σ(αI − A) = α − σ(A)
hold. Prove also that if 0 ∈ ρ(A) then σ(A−1)\{0} = 1/σ(A), and that ρ(A+αI) =
ρ(A) + α, R(λ,A+ αI) = R(λ− α,A) for all λ ∈ ρ(A) + α.

B.4 Let ϕ : [a, b]→ C be a continuous function, and consider the multiplication operator
A : C([a, b];C)→ C([a, b];C), (Af)(x) = f(x)ϕ(x). Compute the spectrum of A. In
which cases are there eigenvalues in σ(A)?

Solve the same problems with Lp((a, b);C), p ≥ 1, in place of C([a, b];C).

B.5 Let Cb(R) be the space of bounded and continuous functions on R, endowed with
the sup-norm, and let A be the operator defined by

D(A) = C1
b (R) = {f ∈ Cb(R) : ∃f ′ ∈ Cb(R)} → Cb(R), Af = f ′.

Compute σ(A) and R(λ,A), for λ ∈ ρ(A). Which are the eigenvalues of A?
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B.6 Let P ∈ L(X) be a projection, i.e., P 2 = P . Compute σ(A), find the eigenvalues
and compute R(λ, P ) for λ ∈ ρ(P ).

B.7 Consider the space X = C([0, π]) and the operators D(A1) = {f ∈ C2([0, π]) :
f(0) = f(π) = 0}, A1f = f ′′, D(A2) = {f ∈ C2([0, π]) : f ′(0) = f ′(π) = 0},
A2f = f ′′. Compute σ(A1), σ(A2) and R(λ,A1), R(λ,A2) for λ ∈ ρ(A1) and
λ ∈ ρ(A2), respectively.

B.8 Let X = C([0, 1]), and consider the operators A, B, C on X defined by

D(A) = C1([0, 1]) : Au = u′,

D(B) = {u ∈ C1([0, 1]) : u(0) = 0}, Bu = u′,

D(C) = {u ∈ C1([0, 1]); u(0) = u(1)}, Cu = u′.

Show that

ρ(A) = ∅, σ(A) = C.

ρ(B) = C, σ(B) = ∅, (R(λ,B)f)(ξ) = −
∫ ξ

0
eλ(ξ−η)f(η)dη, 0 ≤ ξ ≤ 1.

ρ(C) = C \ {2kπi : k ∈ Z}, σ(C) = {2kπi : k ∈ Z}

with 2kπi eigenvalue, with eigenfunction ξ 7→ ce2kπiξ, and, for λ 6∈ {2kπi, k ∈ Z},

(R(λ,C)f)(ξ) =
eλξ

eλ − 1

∫ 1

0
eλ(1−η)f(η)dη −

∫ ξ

0
eλ(ξ−η)f(η)dη.
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